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INTRODUCTION

In recent years, the efforts of many researchers were focused on the creation of efficient clustering al-
gorithms to analyze large datasets (genetic data, multispectral images, Internet data, etc.) [1, 2]. The
demand for such algorithms is continuously increasing due to the rapid progress in the creation of means
and technologies of automated acquisition and storage of data, and due to the fast development of Internet
technologies.

One of the most effective approaches to clustering large datasets is the so-called grid-based approach [3],
which involves transition from clustering of individual objects to clustering of the elements of the grid
structure (cells) formed in an attribute space. This approach assumes that all objects that fell in the same
cell belong to the same cluster. Therefore, the formation of the grid structure is an important step in the
algorithm.

According to the methods of constructing the grid structure, the clustering algorithms can conventionally
be divided into two groups [4]: algorithms with an adaptive grid and with a fixed grid.

The algorithms with an adaptive grid analyze the data distribution in order to make the most accurate
description of the boundaries of the clusters formed by the original objects [5]. In an adaptive grid, the grid
(boundary) effect is reduced, but its construction, as a rule, involves significant computing costs.

Algorithms with a fixed grid have a high computing efficiency, but the clustering quality in most cases
is low because of the grid effect, and the obtained results are unstable because they depend on the scale of
the grid. In practice, this instability makes it difficult to configure the parameters of the algorithm.

To solve this problem, grid-based methods which use not one but several grids with a fixed pitch have
been actively developed in recent years, [6–8]. The main difficulties of this approach are in the development
of a method for combining the results obtained on different grids because the formed clusters are not always
clearly comparable with each other. In [6] an algorithm is presented which performs clustering on a sequence
of grids until a repetitive (stable) result is obtained. In the algorithms of [7, 8], two clustering operations
are performed on grids of different sizes. The final result is formed by combining the overlapping clusters
constructed on each of these grids.
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In the present paper, to improve the quality and stability of solutions, we propose the clustering algorithm
ECCA (Ensemble of Combined Clustering Algorithms) which uses an ensemble of algorithms with fixed
uniform grids and in which the final collective solution is based on pairwise classification of the elements of
the grid structure.

1. FORMULATION OF THE PROBLEM

Let the set of objects X being classified consist of vectors lying in the attribute space Rd: X = {xi =
(x1

i , . . . , x
d
i ) ∈ Rd, i = 1, N}. The vectors xi lie in a rectangular hyperparallelepiped Ω = [l1, r1]×. . .×[ld, rd],

where lj = min
xi ∈X

xj
i and rj = max

xi ∈X
xj
i . Under the grid structure we mean a partition of the attribute space by

hyperplanes xj = (rj − lj)i/m+ lj, i = 0, . . . ,m (m is the number of partitioned areas in each dimension).
The minimum element of this structure is a cell (a closed rectangular hyperparallelepiped bounded by
hyperplanes). Let us introduce a common numbering of the cells (sequentially from one layer of cells to
another).

The cells Bi and Bj (i �= j) are adjacent if their intersection is not empty. The set of cells adjacent to
B will be denoted as AB. By the density DB of the cell B we mean the ratio DB = NB/VB, where NB is
the number of elements of the set X that fell in the cell B; VB is the volume of the cell B. We assume that
the cell B is non-empty if DB ≥ τ , where τ is the magnitude of the specified threshold. All points of the
set X that fell in the cells with a density less than τ will be classified as noise. Let us denote the set of all
non-empty cells as ℵ. The non-empty cell Bi is directly connected to the non-empty cell Bj (Bi → Bj) if
Bj is the cell with the maximum number that satisfies the conditions Bj = argmax

Bk ∈ABi

DBk
and DBj ≥ DBi .

The non-empty cells Bi and Bj are directly connected (Bi � Bj) if Bi → Bj or Bj → Bi. The non-empty
cells Bi and Bj are connected to each other (Bi ∼ Bj) if there exist k1, . . . , kl such that k1 = i, kl = j and
for all p = 1, . . . , l − 1, we have Bkp � Bkp +1 .

The introduction of relationship of connectedness causes a natural partition of the nonempty cells into
the connectedness components {Gi, i = 1, . . . , S}. By the connectedness component we mean the maximum
set of pairwise connected cells. The cell Y (G) satisfying the condition Y (G) = argmax

B ∈G
DB will be called a

representative of the connectedness component G [if several cells satisfy this condition, then Y (G) is selected
from them randomly]. The connectedness components G′ and G′′ are adjacent if there exist adjacent cells B′

and B′′ such that B′ ∈ G′ and B′′ ∈ G′′. The adjacent connectedness components of Gi and Gj are
connected (Gi ∼ Gj) if there exists a set of cells (path) Pij = {Yi = Bk1 , . . . , Bkt , . . . , Bkl

= Yj} such that:
1) for all t = 1, . . . , l − 1, the cell Bkt ∈ Gi ∪Gj and Bkt and Bkt +1 are adjacent cells;
2) min

Bkt ∈Pij

DBkt
/min(DBYi

, DBYj
) > T , T > 0 is the grouping threshold.

Definition. The maximum set of pairwise connected connectedness components will be called a cluster
C: 1) for all connectedness components Gi, Gj ∈ C, the relation Gi ∼ Gj holds; 2) for any Gi ∈ C, Gj /∈ C,
the relation Gi �∼ Gj holds.

In view of the foregoing, the clustering problem is to partition the set ℵ into an ensemble of clusters

{Ci, i = 1, . . . ,M} such that ℵ =
M⋃

i=1

Ci and Ci ∩Cj = 
 for i �= j; the number of clusters M is not known

beforehand.
Next, we describe an efficient method for solving this problem based on an ensemble approach.

2. DESCRIPTION OF THE METHOD

The propsoed method is based on the CCA(m,T, τ) grid-based algorithm [9], where m is the number of
partitions, T is the threshold of grouping of the connectedness components, and τ is the noise threshold.
This algorithm can be divided into three main steps.

1. Formation of the cell structure. In this step, for each point xi ∈ X , the cell containing it is determined,
the densities DB of all cells are calculated, and non-empty cells are identified.

2. Isolation of the connectedness components of G1, . . . , GS and search for their representa-
tives Y (G1), . . . , Y (GS).
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3. Formation of clusters C1, . . . , CM in accordance with the above definition based on the isolated con-
nectedness components.

The CCA(m,T, τ) algorithm is computationally efficient in the attribute space of small dimension (�6)
[9], its complexity is O(dN + dmd), where N is the number of classified objects, d is the dimension of the
attribute space.

However, the CCA belongs to the class of fixed-grid algorithm; thereore, the results of its work greatly
depend on the parameter m which determines the scale of the elements of the grid structure. In practice,
this instability of results considerably complicates the configuration of parameters of the algorithm.

It is known [10–12] that the stability of solutions in clustering problems can be increased by the formation
of an ensemble of algorithms and construction of a collective solution on its basis. This is done using the
results obtained by different algorithms or the same algorithm with different values of parameters. In
addition, various subsystems of variables can be applied to the formation of an ensemble. The ensemble
approach is one of the most promising trends in cluster analysis [1].

In this paper, it is suggested that an ensemble is formed using the results of implementation of
the CCA(m,T, τ) algorithm with different values of the parameter m and the final collective solution is
obtained by applying the method based on finding a consistent similarity matrix (or differences) of ob-
jects [13]. This method can be described as follows.

Suppose that using a certain clustering algorithm [μ = μ(Θ)] which depends on a random param-
eter vector Θ ∈ Θ (Θ is an admissible set of parameters), we obtained a set of partial solutions
Q = {Q(1), . . . , Q(l), . . . , Q(L)}, where Q(l) is the lth version of the clustering which contains M (l) clus-
ters.

We use H(Θl) to denote an N × N binary matrix H(Θl) = {Hi, j(Θl)}, which for the lth group is
introduced as

Hi, j(Θl) =

{
0 if objects are grouped into the same cluster;

1 otherwise.

After the construction of L partial solutions, it is possible to form a consistent matrix of differences

H = {Hi, j}, Hi, j =
1

L

L∑

l=1

Hi, j(Θl),

where i, j = 1, . . . , N . The quantity Hi, j equals the frequency of classification of xi and xj into different
groups in the set of groups Q. A value of this quantity close to zero implies that these objects have a great
chance of falling into the same group. A value of this quantity close to unity indicates that the chance of
falling in the same group is negligible for these objects.

In our case, μ = CCA(m,T, τ), where the number of partitions m ∈ {mmin, mmin+1, . . . . . . , mmin+L},
and the objects of classification will be representatives of the connectedness components Y (G1), . . . , Y (GS).

After calculating the consistent matrix of differences, to obtain a collective solution, we apply the standard
agglomerative method of dendrogram construction which uses pairwise distances between objects as input
data [14]. The distances between the groups will be determined in accordance with the principle of mean
connection, i.e., as the arithmetic mean of the pairwise distances between the objects included in the groups.
The grouping process continues until the distance between the closest groups exceeds the specified threshold
value Td belonging to the interval [0, 1]. This method highlights the hierarchical structure of the clusters,
which simplifies the interpretation of the results.

3. THEORETICAL BASIS OF THE METHOD

To investigate the properties of the proposed method of forming a collective solution, we consider a
probabilistic model.

Suppose that there is a hidden (directly unobservable) variable U which specifies the classification of each
object into some of M classes (clusters). We consider the following probabilistic model of data generation.
Suppose that each class has a specific law of conditional distribution p(x |U = = i) = pi(x), where x ∈ Rd

and i = 1, . . . ,M . For each object we determine the class into which it falls in accordance with the a priori

probabilities Pi = P (U = i) (i = 1, . . . ,M), where
M∑

i=1

Pi = 1,. Then, the observed value of x is calculated

in accordance with the distribution pi(x). This procedure is performed independently for each object, and
the result is a random sample of objects.
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Suppose that set of objects is partitioned into M subsets using a certain cluster analysis algorithm μ.
Since the numbering of the clusters is not important, it is more convenient to consider the equivalence
relation, i. e., to indicate whether the algorithm μ places each pair of objects in the same class or in different
classes. We consider a random pair a, b of different objects and define the quantity

hµ, a, b =

⎧
⎨

⎩

0 if objects are placed in the same class;

1 otherwise.

Let PU = P (U(a) �= U(b)) be the probability that the objects belong to different classes. The probability
of the error that can be made by the algorithm μ in the classification of a and b will be denoted by Perr, µ,
where

Perr, µ =

⎧
⎨

⎩

PU ifhµ, a, b = 0,

1− PU , ifhµ, a, b = 1.

It is easy to see that

Perr, µ = PU + (1− 2PU )hµ, a, b. (1)

Suppose the algorithm μ depends on the random parameter vector Θ ∈ Θ: μ = μ(Θ). To emphasize the
dependence of the algorithm results on the parameter Θ, from now we will denote hµ(Θ), a, b = h(Θ) and
Perr, µ(Θ) = Perr(Θ).

Suppose that a set of solutions θ1, . . . , θL was obtained as a result of L-fold application of the algorithm
μ with random and independently selected parameters h(θ1), . . . , h(θL). For the sake of definiteness, we
assume that L is odd. The function

H(h(θ1), . . . , h(θL)) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if
1

L

L∑

l=1

h(θl) <
1

2
;

1 otherwise

will be called the collective (ensemble) solution. It is necessary to investigate the behavior of the collective
solution as a function of the size of the ensemble L. Note that each individual algorithm can also be regarded
as a degenerate case of the ensemble with L = 1.

Proposition 1. The initial moment of the kth order for the error probability of the algorithm μ(Θ)
equals

νk = (1− Ph)P
k
U + Ph(1− PU )

k,

where Ph = P (h(Θ) = 1).
Proof. The validity of the expression follows from the fact that

νk = EΘP
k
err(Θ) = EΘ(PU + (1− 2PU )h(Θ))k = EΘ

k∑

m=0

Cm
k Pm

U (1 − 2PU )
k−mhk−m(Θ)

=

k∑

m=0

Cm
k Pm

U (1− 2PU )
k−mEΘh

k−m(Θ).

Since EΘh
q(Θ) = EΘh(Θ) = Ph for q > 0, we obtain

νk = P k
U +

k∑

m=1

Cm
k Pm

U (1 − 2PU )
k−mPh = P k

U − PhP
k
U + Ph

k∑

m=0

Cm
k Pm

U (1− 2PU )
k−m

= P k
U − PhP

k
U + Ph(PU + 1− 2PU )

k = P k
U − PhP

k
U + Ph(1− PU )

k = (1− Ph)P
k
U + Ph(1− PU )

k,

which was to be proved.
Corollary 1. The mathematical expectation and variance of the error probability for the algorithm μ(Θ)

are equal, respectively, to

EΘPerr(Θ) = PU + (1− 2PU )Ph, VarΘPerr(Θ) = (1− 2PU )
2Ph(1− Ph).

Proof. Validity of the expression for the mathematical expectation follows from the proved proposition
for the moment ν1 and directly from (1). Let us consider the expression for the variance. According to the
definition

VarΘPerr(Θ) = ν2 − ν21 .

Hence,

VarΘPerr(Θ) = (1− Ph)P
2
U + Ph(1− PU )

2 − (PU + (1− 2PU )Ph)
2.
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After transformations, we obtain

VarΘPerr(Θ) = (1− 2PU )
2Ph(1 − Ph),

which was to be proved.
We denote by Perr(Θ1, . . . ,ΘL) a random function whose equals the probability of the error that can be

made by the ensemble algorithm in the classification of a and b. Here Θ1, . . . ,ΘL are independent statistical
copies of the random vector Θ. Consider the behavior of the error probability for the collective solution.

Proposition 2. The initial moment of the kth order for the error probability of the collective solution
is

EΘ1, ...,ΘLP
k
err(Θ1, . . . ,ΘL) = (1 − PH,L)P

k
U + PH,L(1− PU )

k,

where

PH,L = P
( 1

L

L∑

l=1

h(Θl) ≥ 1

2

)
=

L∑

l= �L/2�+1

Cl
lP

l
h(1 − Ph)

L− 1

(�·� denotes the integer part).
The proof of this proposition is similar to the proof of Proposition 1 [the error probability of the collective

solution is determined by a formula similar to formula (1)]. Moreover, it is clear that the distribution of the
number of votes given for the solution h = 1 is binomial: Bin(L, Ph).

As in Proposition 1, it is possible to show that the mathematical expectation and variance of the error
probability for the collective solutions are equal, respectively, to

EΘ1, ...,ΘLPerr(Θ1, . . . ,ΘL) = PU + (1− 2PU )PH,L,

VarΘ1, ...,ΘLPerr(Θ1, . . . ,ΘL) = (1− 2PU )
2PH,L(1− PH,L).

Let us use the following a priori information on the cluster analysis algorithm. We assume that the
expected probability of misclassification EΘPerr(Θ) < < 1/2, i. e., it is assumed that the algorithm μ
performs better in the classification than the algorithm of random equiprobable choice. Corollary 1 implies
that one of two variants holds: (a) Ph > 1/2 and PU > 1/2; (b) Ph < 1/2 and PU < 1/2. For definiteness,
we consider the first case.

Proposition 3. If EΘPerr(Θ) < 1/2, and thus Ph > 1/2 and PU > 1/2, then with increasing power
(number of elements) of the ensemble, the expected probability of misclassification decreases tending in the
limit to 1− PU , and the variance of the error probability tends to zero.

Proof. The de Moivre–Laplace integral theorem implies that with increasing L,

PH,L = 1− P
( 1

L

L∑

l=1

h(Θl) <
1

2

)

converges to

1− Φ
( 1/2− Ph
√
Ph(1− Ph)/L

)
,

where Φ(·) is a distribution function of the standard normal law. Hence, as L → ∞, the value of PH,L

increases monotonically tending to unity. The relation

EΘ1, ...,ΘLPerr(Θ1, . . . ,ΘL) = PU + (1− 2PU )PH,L,

where (1 − 2PU ) < 0, and Proposition 2 implies the validity of Proposition 3.
It is obvious that in the latter case, the expected error probability also decreases with increasing power

of the ensemble, tending to the quantity PU , while the error variance tends to zero.
The proved proposition suggests that when the abovementioned natural conditions are satisfied, the

application of the ensemble makes it possible to improve the quality of clustering.

OPTOELECTRONICS, INSTRUMENTATION AND DATA PROCESSING Vol. 47 No. 3 2011



250 PESTUNOV et al.

Results of Operation of the ECCA Algorithm on Data for Irises

Parameters
Classes

i = 1 i = 2 i = 3

|CO
i | 50 50 50

|CS
i | 50 52 48

|CO
i ∩ CS

i | 50 48 46

Accuracy, % 100 96 92

Measure of coverage, % 100 92.31 95.83

100 200 X

Y

0

100

200

(b)(a)

100 200 X

Y

0

100

200

Fig. 1.

4. RESULTS OF EXPERIMENTAL STUDIES

In accordance with the method proposed in Sec. 2, the ECCA(mmin, L, T, τ, Td) ensemble algorithm was
developed and implemented in Java. The algorithm requires the specification of values for five parameters:
mmin, L, T, τ, Td. Numerous experimental studies performed on simulated and real data showed that, with the
use of ten elements of the ensemble, the obtained results are stable to the choice of the grid parameter mmin.
The parameter T has a weak effect on the clustering result. In the image processing, this parameter was
chosen to be equal to 0.8 and the noise threshold τ ∈ {0; 1}. The ECCA algorithm allows obtaining the
hierarchical data structure. The studies show that the parameter Td specifying the depth of the hierarchy
can be chosen from the set {0, 0.1, . . . , 0.9}. Below we give the results of experiments performed on simulated
and real data and confirming the efficiency of the proposed algorithm. The processing was carried out on a
PC with a 3 GHz clock frequency.

Experiment No. 1. The well-known iris setosa data set [15] was used. The set consisted of 150 points
of a four-dimensional attribute space grouped into three classes of 50 points. We denote by |CO

i | the actual
number of points of the ith class, and by CO

i the number of points of the class |CS
i | contained in the

corresponding cluster selected by the ECCA algorithm. Similarly [4], the accuracy of clustering and the
measure of coverage by clusters CS

i of the classes CO
i will be determined by the formulas |CO

i ∩ CS
i |/|CS

i |
and |CO

i ∩ CS
i |/|CO

i | respectively, where | · | is the cardinality of the set. Table 1 shows the values of the
calculated criteria after the application of the ECCA algorithm with the parameters mmin = 25, L = 10,
T = 0.9, τ = 0, and Td = 0.7. By these criteria, the results of the ECCA algorithm are superior to the
results of the GCOD algorithm [4].

Experiment No. 2. The experiment was performed with two-dimensional data consisting of 400 points
grouped into two linearly inseparable classes in the shape of banana (Fig. 1a; the original set). The model
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m11 13 15 17 19 21 23 25 27 29

Number of cluster

2

4

6

8

10

12

14

16

0
m, mmin11 13 15 17 19 21 23 25 27 29

Error, %
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10

20

30

40

50

60

_10

Fig. 2. Fig. 3.

(b)(a) (c)

Fig. 4.

was constructed using PRTools (The Matlab Toolbox for Pattern Recognition: http://www.prtools.org)
with a parameter of 0.7. Figure 1b shows the results of the ECCA algorithm (15, 10, 0.3, and 0.8). For
comparison, the initial data were processed by the DBSCAN algorithm [16]. After a lengthy configuration
of its parameters, the result shown in Fig. 1b was achieved. However, the processing time was more than
100 longer than that in with ECCA.

Figure 2 shows a curve of the dependence of the number of clusters obtained by the CCA(m, 0.8, 0)
algorithm versus the parameter m which determines the size of the elements of the cell structure. Figure 3
shows a curve of the clustering error versus the values of the parameters m for fixed parameters T and τ for
the CCA algorithm (dashed curve) and mmin for fixed parameters T and L for ECCA (solid curve). Here

the clustering error is determined by the formula
2∑

i=1

|CO
i \CS

i |
/ 2∑

i=1

|CO
i |. The curves show a substantial

dependence of the results of the CCA algorithm on the configurable parameter m and the stability of the
obtained solutions for the ECCA ensemble algorithm with variation in the parameter mmin. This stability
significantly simplifies the configuration of the parameters of the ECCA algorithm.

Experiment No. 3. A 640 × 480 pixel color image (Fig. 4a) (http://commons.wikimedia.org/wiki/
File:B-2 Spirit 4.jpg) was processed. Clustering was carried out in the RGB color space. Each cluster
corresponded to a homogeneous region in the image. An ensemble of ten elements was used. None of them
allows one to identify the object of interest on the original image (Fig. 4b shows six elements of ten). Fi-
gure 4c presents the result of applying the ECCA ensemble algorithm with parameters mmin = 30, L = 10,
T = 0.8, τ = 0, and Td = 0.9. The processing time was 0.88 s.

CONCLUSIONS

A method for clustering large datasets on the basis of an ensemble of grid-based algorithms was proposed.
Its theoretical substantiation is given.

OPTOELECTRONICS, INSTRUMENTATION AND DATA PROCESSING Vol. 47 No. 3 2011



252 PESTUNOV et al.

The principal characteristics of the algorithm that distinguish it from other algorithms of cluster analysis
are: 1) universality (the algorithm allows one to identify clusters differing in size, shape, and density in the
presence of noise); 2) high performance in the clustering of a large number of objects (∼106) (provided that
number of attributes is small (≤6), this condition is satisfied, in particular, in image analysis problems);
3) ease of parameter configuration.

The results of the experiments performed on simulated and real data confirm the high quality of the
obtained solutions and their stability to changes in the configurable parameters. The possibility of obtaining
a hierarchical system of the nested clusters greatly facilitates the process of interpretation of results. The high
performance of the ECCA algorithm allows interactive processing of large datasets. The ECCA algorithm
allows paralleling which increases its performance on multiprocessor systems.

This work was supported by the Russian Foundation for Basic Research (Grants No. 11-07-00346-a,
No. 11-07-00202-a).
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5. M.-I. Akodjènou-Jeannin, K. Salamatian, and P. Gallinari, “Flexible Grid-Based Clustering,” Lect. Notes Artif.

Intel. 4702, 350–357 (2007).
6. W. M. Ma Eden and W. S. Chow Tommy, “A New Shifting Grid Clustering Algorithm,” Pattern Recogn. 37,

No. 3, 503–514 (2004).
7. N. P. Lin, C.-I. Chang, H.-E. Chueh, et al., “A Deflected Grid-Based Algorithm for Clustering Analysis,” WSEAS

Trans. Comput. 7, No. 4, 125–132 (2008).
8. Y. Shi, Y. Song, and A. Zhang, “A Shrinking-Based Approach for Multi-Dimensional Data Analysis,” in Proc.

of the 29th VLDB Conf. (Berlin, Germany, 2003), pp. 440–451.
9. E. A. Kulikova, I. A. Pestunov, and Y. N. Sinyavskii, “Nonparametric Clustering Algorithm for Large Datasets,”

in Proc. of 14 Nat. Conf. “Mathematical Methods for Pattern Recognition” (MAKS Press, Moscow, 2009), pp. 149–

152.
10. A. Strehl and A. Ghosh, “Clustering Ensembles — A Knowledge Reuse Framework for Combining Multiple

Partitions,” J. Mach. Learn. Res. 3, 583–617 (2002).
11. A. S. Biryukov, V. V. Ryazanov, and A. S. Shmakov, “Solution of Cluster Analysis Problems Using Groups of

Algorithms,” Zh. Vychisl. Mat. Mat. Fiz. 48, No. 1, 176–192 (2008).
12. Y. Hong and S. Kwong. “To Combine Steady-State Genetic Algorithm and Ensemble Learning for Data Clus-

tering,” Pattern Recogn. Lett. 29, No. 9, 1416–1423 (2008).
13. V. B. Berikov, “Construction of the Ensemble of Logical Models in Cluster Analysis,” Lect. Notes Artif. Intel.

5755, 581–590 (2009).
14. R. Duda and P. Hart, Pattern Recognition and Scene Analysis (Wiley, New York, 1973).
15. M. G. Kendall and A. Stuart, The Advanced Theory of Statistics (London, Charles Cliffin, 1968).
16. M. Ester, H.-P. Kriegel, J. Sander, and X. Xu, “A Density-Based Algorithm for Discovering Clusters in Large

Spatial Database,” in Proc. of the Int. Conf. Knowledge Discovery and Data Mining (1996), pp. 226–231.

OPTOELECTRONICS, INSTRUMENTATION AND DATA PROCESSING Vol. 47 No. 3 2011


	Abstract
	INTRODUCTION
	1. FORMULATION OF THE PROBLEM
	2. DESCRIPTION OF THE METHOD
	3. THEORETICAL BASIS OF THE METHOD
	4. RESULTS OF EXPERIMENTAL STUDIES
	CONCLUSIONS
	REFERENCES


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


