RUSSIAN ACADEMY OF SCIENCES MINISTRY OF EDUCATION AND SCIENCE

VLADIKAVKAZ SCIENTIFIC CENTER OF THE RUSSIAN FEDERATION
SOUTHERN MATHEMATICAL INSTITUTE NORTH OSSETIAN STATE UNIVERSITY

TRENDS IN SCIENCE ¢ THE SOUTH OF RUSSIA

A MATHEMATICAL MONOGRAPH

Issue 6

BOOLEAN VALUED ANALYSIS:
SELECTED TOPICS

by
A. G. Kusraev and S. S. Kutateladze

Vladikavkaz
2014



BBC 22.16

UDC 517.98
K94
Editor
A.E. GUTMAN
Reviewers:

S.A. MALYUGIN and E.Yu. EMELYANOV

Editors of the series:
Yu.F. KoroBEINIK and A.G. KUSRAEV

Kusraev A. G. and Kutateladze S. S.

Boolean Valued Analysis: Selected Topics / Ed. A.E. Gutman.—Vladi-
kavkaz: SMI VSC RAS, 2014.—iv+406 p.—(Trends in Science: The South of
Russia. A Mathematical Monograph. Issue 6).

The book treats Boolean valued analysis. This term signifies the technique of
studying properties of an arbitrary mathematical object by means of comparison
between its representations in two different set-theoretic models whose construction
utilizes principally distinct Boolean algebras. As these models, we usually take the
classical Cantorian paradise in the shape of the von Neumann universe and a specially-
trimmed Boolean valued universe in which the conventional set-theoretic concepts and
propositions acquire bizarre interpretations. Exposition focuses on the fundamental
properties of order bounded operators in vector lattices. This volume is intended for
the classical analyst seeking new powerful tools and for the model theorist in search
of challenging applications of nonstandard models of set theory.

KycpaeB A. I'., Kyrarenanze C. C.

BysieBosnaunbiii ananus: M36panusie Tembl / orB. pen. A. E. T'yrman.—
Baamukaskas: FOMU BHIL PAH u PCO-A, 2014.—iv+406 c¢.—(Uroru mayku.
FOr Poccun. Maremarndeckas monorpadus. Bem. 6).

Momnorpadust mocssimena 6y1eBo3HaTHOMY aHaIN3y. Tak HA3BIBAIOT alllapaT UC-
CJIeIOBAHUS IPOU3BOJIBHBIX MAaTEMATHYECKIX OObEKTOB, OCHOBAHHBIN Ha CDABHUTEJb-
HOM H3yYEHHUH UX BHUOA B ABYX MOIEJIAX TEOPHH MHOXKECTB, KOHCTPYKIIUKA KOTOPBIX
OCHOBAHBI Ha IPHUHIUINAJIBHO Pa3/InYHBIX OyiieBbIx anrebpax. B kadecrse sTux Mo-
neneit purypupyror KJIacCUIeCKuii KAaHTOPOB paii B ¢popme yHuBepcyMa dhon Heiima-
Ha ¥ CIEIUAJILHO IOCTPOEHHBIM OyJIeBO3HAYHBIN YHUBEPCYM, B KOTOPOM TEOPETHUKO-
MHOKECTBEHHBIE [IOHATUS ¥ yTBEDPXKIEHUsI [IOJIy4YaloT BeCbMa HETPAaJUIMOHHBIE TOJI-
xoBanus. OCHOBHOE BHHMAaHWE yIeJ€HO (PyHIAMEHTAJbHBIM CBOMCTBAM IOPSIKOBO
OrpaHMYEHHBIX OIIEPATOPOB B BEKTOPHBIX pelnerkax. KHUra OpHEeHTHPOBaHA Ha IIU-
POKHil Kpyr UuTaTesell, HHTEPECYIOMUXC COBPEMEHHLIMI TEOPETUKO-MOLEIbHBIMU
METOJIaMH B MX IPHJIOKEHUU K (PyHKIMOHAIBHOMY aHAJIH3Y.

ISBN 978-5-904695-24-8 (© Southern Mathematical Institute
VSC RAS & RNO-A, 2014
© A.G. Kusraev, 2014
© S.S. Kutateladze, 2014



PREFACE

Humans definitely feel truth but cannot define truth properly. That
is what Alfred Tarski explained to us in the 1930s. Mathematics pursues
truth by way of proof, as wittily phrased by Saunders Mac Lane. Boolean
valued analysis is one of the vehicles of the pursuit, resulting from the
fusion of analysis and model theory.

Analysis is the technique of differentiation and integration. Diffe-
rentiation discovers trends, and integration forecasts the future from
trends. Analysis opens ways to understanding of the universe.

Model theory evaluates and counts truth and proof. The chase of
truth not only leads us close to the truth we pursue but also enables us
to nearly catch up with many other instances of truth which we were
not aware nor even foresaw at the start of the rally pursuit. That is
what we have learned from Boolean valued models of set theory. These
models stem from the famous works by Paul Cohen on the continuum
hypothesis. They belong to logic and yield a profusion of the surprising
and unforeseen visualizations of the ingredients of mathematics. Many
promising opportunities are open to modeling the powerful habits of
reasoning and verification.

Logic organizes and orders our ways of thinking, manumitting us from
conservatism in choosing the objects and methods of research. Logic of
today is a fine instrument of pursuing truth and an indispensable insti-
tution of mathematical freedom. Logic liberates mathematics, providing
nonstandard ways of reasoning.

Some model of set theory is nonstandard if the membership between
the objects of the model differs from that of the originals. In fact, the
nonstandard tools of today use a couple of set-theoretic models simulta-
neously. Boolean valued models reside within the most popular logical
tools.

Boolean valued analysis is a blending of analysis and Boolean val-
ued models which originated and distinguishes itself by ascending and
descending, mixing, cycling hulls, etc.
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In this book we show how Boolean valued analysis transforms the
theory of operators in vector lattices. We focus on the recent results
that were not reflected in the monographic literature yet.

In Chapter 1 we collect the Boolean valued prerequisites of the further
analysis. Chapter 2 provides the presentation of the reals and complexes
within Boolean valued models. In Chapter 3 we give the Boolean valued
interpretations of order bounded operators with the emphasis on lattice
homomorphisms and disjointness preserving operators. Chapter 4 con-
tains the solution of the Wickstead problem as well as other new results
on band preserving operators. Chapter 5 deals with various applications
of order continuous operators to injective Banach lattices, Maharam op-
erators, and related topics.

Adaptation of the ideas of Boolean valued models to functional anal-
ysis projects among the most important directions of developing the syn-
thetic methods of mathematics. This approach yields the new models of
numbers, spaces, and types of equations. The content expands of all avail-
able theorems and algorithms. The whole methodology of mathematical
research is enriched and renewed, opening up absolutely fantastic oppor-
tunities. We can now transform matrices into numbers, embed function
spaces into a straight line, yet having still uncharted vast territories of
new knowledge.

Quite a long time had passed until the classical functional analysis
occupied its present position of the language of continuous mathematics.
Now the time has come of the new powerful technologies of model theory
in mathematical analysis. Not all theoretical and applied mathematicians
have already gained the importance of modern tools and learned how to
use them. However, there is no backward traffic in science, and the new
methods are doomed to reside in the realm of mathematics for ever and
they will shortly become as elementary and omnipresent in analysis as
Banach spaces and linear operators.

A. Kusraev
S. Kutateladze



CHAPTER 1

BOOLEAN VALUED REQUISITES

In this chapter we briefly present some prerequisites of the theory of
Boolean valued models. All missing details may be found in Bell [43],
Jech [184], Kusraev and Kutateladze [248, 249], Takeuti and Zaring [388].
We mainly keep the notation of [248] and [249].

The most important feature of Boolean valued analysis consists in
comparative analysis of the standard and nonstandard (Boolean valued)
models under consideration which uses the special technique of ascend-
ing and descending. Moreover, it is often necessary to carry out some
syntactic comparison of formal texts. Therefore, before we launch into
the ascending and descending machinery, we have to grasp a clearer idea
of the status of mathematical objects in the framework of a formal set
theory, the construction of a Boolean valued universe, and the way of
assigning the Boolean truth value to each sentence of the language of set
theory.

We use several notations for implication: =- presents the Boolean
operation, = stands for the logical connective, but often in a set theo-
retic formula we use — instead of = indicating that this formula will be
interpreted in some Boolean valued model. We also use <>, <, and <—-
with the similar meaning. The proof-theoretic consequence relation F
is applied alongside with the semantic (or model-theoretic) consequence
relation .

Observe that, speaking of a formal set theory, we will freely (because
this is in fact unavoidable) adhere to the level of rigor which is current in
the mainstream of mathematics and introduce abbreviations by means
of the definor, i.e. the assignment operator, := without specifying any
subtleties.
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1.1. ZERMELO-FRAENKEL SET THEORY

At present, the most widespread axiomatic foundation for mathe-
matics is Zermelo—Fraenkel set theory. We will briefly recall some of its
concepts, outlining the details we need in the sequel.

1.1.1. The alphabet of Zermelo—Fraenkel theory ZF or ZFC, if the
presence of choice AC is stressed, comprises the symbols of variables;
the parentheses ( and ); the propositional connectives (i.e., the signs
of propositional calculus) V, A, —, <>, and —; the quantifiers V and 3;
the equality sign =; and the symbol of the special binary predicate of
containment or membership €. In general, the domain of the variables
of ZF is thought as the world or universe of sets. In other words, the
universe of ZF contains nothing but sets. We write = € y rather than
€ (z,y) and say that = is an element of y.

1.1.2. The formulas of ZF are defined by the routine procedure. In
other words, the formulas of ZF are finite texts resulting from the atomic
formulas x = y and z € y, where = and y are variables of ZF, by reason-
ably placing parentheses, propositional connectives, and quantifiers

VY, oAy, -, o=, e, (Vr)p, (3z)e.

So, if ¢1 and @9 are formulas of ZF and z is a variable then the texts
01 — @2 and (3z) (o1 = (Vy)p2) V @1 are formulas of ZF, whereas
w13z and V(23 @12 are not. We attach the natural meaning to the
terms free and bound variables and the term domain of a quantifier. For
instance, in the formula (V) (z € y) the variable x is bound and the
variable y is free, whereas in the formula (3y) (z = y) the variable z is
free and y is bound (for it is bounded by a quantifier). Henceforth, in
order to emphasize that the only free variables in a formula ¢ are the

variables 1, ..., z,, we write ¢(z1,...,2,). Sometimes such a formula
is considered as a “function”; in this event, it is convenient to write
o(y ..., )or ¢ = p(x1,...,2,), implying that o(y1,...,y,) is a formula

of ZF obtained by replacing each free occurrence of xj by yi for k:=
1,...,n.

1.1.3. Studying ZF, it is convenient to use some expressive tools
absent in the formal language. In particular, in the sequel it is worth-
while employing the concepts of class and definable class and also the
corresponding symbols of classifiers like A, := A,y = {z : p(z)} and
Ay = Ay y):={z 1 (x,y)}, where ¢ and ¢ are formulas of ZF and y is
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a distinguished collection of variables. If it is desirable to clarify or elim-
inate the appearing records then we can assume that the use of classes
and classifiers is connected only with the conventional agreement on in-
troducing abbreviations. This agreement, sometimes called the Church
schema, reads:
zefz:p(z)} < 9(2),
z€{z:Y(z,y)} © d(z,y)

1.1.4. Working within ZF, we will use some notations that are widely
spread in mathematics. We start with the most frequent abbreviations:

rAy=mx=y, x¢&y=-cTE€Uy;
(Ve ey)p(z):= (Vo) (z €y — o(z));

(312) (2):= (32) o(2) A (V) (Vy) (p(2) A p(y) = = =y));
[z ey)p(z):=3z)(x cynp(z)).

The empty set &, the pair {z,y}, the singleton {z}, the ordered pair
(z,y), and the ordered n-tuple (x1,...,z,) are defined as

g:={x: x #z};
{z,y}:={2z: z=2Vvz=y}, {z}:={zx},
(2, 9):={z, {2, y}};

(1, yzn) = ((T1,- -, Tno1), Tn).

The inclusion C, the union | J, the intersection [, the powerset Z(-),
and the universe of sets V are introduced as follows:

xCy:=(Vz)(z€x—2€y);
Um:: {z:(Qyex)zey};
ﬂm:: {z:(Vy €x)z € y};

P(x):= “the class of all subsets of 27:= {z: z C z};

V:= “the class of all sets” := {z : z = z}.
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Note also that in the sequel we accept more complicated descriptions
in which much is presumed:

Fnc(f):= “f is a function”;
dom( ):= “the domain of f”;
im(f):= “the range of f7;
k=9 — := “Y is derivable from ¢”;
“aclass Aisaset”:=AeV:=(Fz)(Vy)(y€ A+ y € x).

Similar simplifications will be used in rendering more complicated for-
mulas without further stipulation. For instance, instead of some rather
involved formulas of ZF we simply write

f:x—y=“fis a function from z to y”;
“X is a vector lattice”;
U e L~ (X,Y) = “U is an order bounded linear operator from X to Y.”

1.1.5. In ZFC, we accept the usual axioms and rules of a first-order
theory with equality which fix the standard means of classical reasoning.
Recall the equality axioms:

(1) (Va)z ==z (reflexivity);

(2) (V)

3) (Vo) Vy) Vy)z=yAy=z — x =2z (transitivity);
(V)

(4) (Vo) (Vy) (Vu) (Vo) (z =y Au=1)
— (z €u—yev)) (substitution).

Vo) Ve)x =y - y=x (symmetry);

1.1.6. The classical first-order logic CL has the following axiom
schemas (¢, 9, and w are arbitrary formulas of CL):

1) o= (pAe);

(2) (pAY) = (¥ Ap);

(B) (p =)= (pAw) = (Y AW));
(4) (p=P)A W —=w) = (p—w);
(5) ¥ — (v =)

(6) (pA(p—=19)) =1

(7) ¢ = (pV);

(8) (pVvy)— (¥Vo)
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(9) (g2 W) A (¥ —=w) = (pAY) = w);

(10) ¢ = (¢ = ¥);

(A1) ((p =) A (p = 29)) = 73

(12) pV-o.

The only rule of inference in CL is modus ponens:
(MP) If ¢ and @ — 1 are provable in CL then so is 1.

1.1.7. Moreover, the following special or proper axioms are accepted
in ZFC as a correct formalization of the principles of most mathemati-
cians working with sets:

(1) Axiom of Extensionality. If z and y have the same elements then
x=y:
Vz)(Vy)(zr CyAhyCz—x=y).

(2) Axiom of Union. To each x there exists a set y = J x:

(v2)3y) (v =)

(3) Axiom of Powerset. To each x there exists a set y = P (x):
(Va) Fy) (y = Z(2))-

(4) Axiom Schema of Replacement. If a class A, is a function then
to each x there exists a set v = A,(z) = {Ay(2): z € z}:

(V) (Vy) (V2) (Vu) oy, 2) Aoy, u) = 2 = u)
= (Fv)(v={z: (Fy € z) p(y,2)}).
(5) Axiom of Foundation. Fach nonempty set has an €-minimal

element:
Vz)(z 22— Ty cz)(ynz =92)).

(6) Axiom of Infinity. There exists an inductive set:
Fw) (@ ew)ANVe ew) (zU{z} € w).

(7) Axiom of Choice. FEach family of nonempty sets has a choice
function:

(VF)(Vz) (Vy) (z #SAF 2 — P(y))
= (3N f:x—=yn(Vzex)f(z)e€ F(2)).
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1.1.8. Grounding on the above axiomatics, we acquire a clear idea
of the class of all sets, the von Neumann universe V. As the initial
object of all constructions we take the empty set. The elementary step
of introducing new sets consists in taking the union of the powersets
of the sets already available. Transfinitely repeating these steps, we
exhaust the class of all sets. More precisely, we assign V:= {J,con Va,
where On is the class of all ordinals and

V()Z: @,
\/a+1 = gz(va)v
Vg:= U V4 (B is a limit ordinal).

a<f

1.1.9. The pair (V, €) is a standard model of ZFC.

1.2. BOOLEAN VALUED UNIVERSES

Everywhere below B is a complete Boolean algebra with supremum
(join) V, meet (infimum) A, complement (-)*, unit (top) 1, and zero
(bottom) 0. The necessary information on Boolean algebras can be
found in Givant and Halmos [130], Sikorski [365], and Vladimirov [399].

1.2.1. Let B be a complete Boolean algebra. Given an ordinal «,
put

VB .= {az : Funct(z) A (38) (B < a A dom(x)
C V(ﬁB) Aim(z) C [B)}
Thus, in more detail we have

WB[B) =,

\/S?l :={z: zis a function with domain in V{®) and range in B};
VB .= U W(ﬁB) (8 is a limit ordinal).
B<a

The class
VE= | VP

acOn
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is a Boolean valued universe. An element of V(B) is a B-valued set. Ob-
serve that V(B) consists only of functions. In particular, @ is the function
with domain @ and range @. Hence, the “lower” levels of V(B) are orga-
nized as follows:

VO — o, (o), VO = (o, ({0},5) :be B).

1.2.2. It is worth stressing that a < § = \/E,EB) C \/gB) is valid for all
ordinals o and 8. Moreover, we have the induction principle for V(®):

(VSL‘ € \/([B)) (((Vy € dom(z)) ¢(y) = <p(:17)) — (Va: € W(B)) cp(x)),

where ¢ is a formula of ZFC.

1.2.8. Take an arbitrary formula ¢ = p(u1,...,u,) of ZFC. If we
replace u1,...,un by z1,...,2, € V(B then we obtain some statement
about the objects z1,...,z,. It is to this statement that we intend
to assign some Boolean truth value. Such a truth value [¢] must be
an element of B. Moreover, we desire naturally that the theorems of ZFC
be true; i.e., they attain the greatest truth value 1 € B, the unity of B.

We must obviously define truth values by double induction, taking
into consideration the way in which formulas are built up from atomic
formulas and assigning truth values to the atomic formulas = € y and
z =1y, where 2,y € V) in accord with the way in which V(®) is con-
structed.

It is clear that if ¢ and v are evaluated formulas of ZFC and [¢] € B
and [¢] € B are their truth values then we should put

(1) [e Adl= [e] A W]

(2) [evYl=[e] Vv [¥];

(3) [ = ¥]:= [l = [¥I];

(4) [~ el:= [e]™

(5) [(Va) p(@)]:= Asevee [(@)];
(6) [Gz) p(@)]:= V,eve [o(@)];

where the right-hand sides involve the Boolean operations that corre-
spond to the logical connectives and quantifiers on the left-hand sides:
A is the meet of two elements, V is the join of two elements, * is the
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taking of the complement of an element, and the operation = is intro-
duced as follows: a = b:= a* Vb (a,b € B). Moreover, \/ E and \ E
stand for the supremum and infimum of a subset £ C B. Only these
definitions provide the value “unit” for the classical tautologies. The
elements x1 V---Vx, and 1 A --- Az, may alternatively be denoted by
Vet Tk and Aj_; @

1.2.4. We turn to evaluating the atomic formulas x € y and z = y
for z,y € V(®). The intuitive idea consists in the fact that a B-valued
set y is a “(lattice) fuzzy set,” i.e., a “set that contains an element z
in dom(y) with probability y(z).” With this in mind and intending to
preserve the logical tautology of z € y <> (3z € y) (x = z) as well as the
axiom of extensionality, we arrive at the definition by recursion:

[teyl=\ w)Alz=4],

zedom(y)

[x =vy]:= /\ z(z) = [z €y] A /\ y(z) = [z € z].

z€dom(x) z€dom(y)

1.2.5. We are able now to attach some meaning to the formal
expressions of the form ¢(z1,...,x,), where z1,...,2z, € V&) and ¢
is a formula of ZFC; i.e., we can define exactly in which sense the
set-theoretic proposition ¢(uq,...,u,) is valid for zy,...,z, € VB,
Namely, we say that the formula @(x1,...,2,) is valid within V(®) or
the elements x1, ..., x, possess the property ¢ if [p(z1,...,2,)] =1. In
this event we write V(®) E o(z1,...,2,).

It is easy to check that the axioms and theorems of the first-order
predicate calculus are valid in V(). In particular (cp. 1.1.5),

(1) [o=a] =1,

(2) [z =yl =y ==],

B) [zr=y[Aly=2] <[r=2],

(4) [ =y]r[zez] <[z €],

(6) [r=ylnlzez]<[ye-=l

1.2.6. It is worth observing that for each formula ¢ we have

VE £z =yAp@) = oy),
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i.e., in terms of Boolean truth values,
[z = y] A le(@)] < [e()]-

1.2.7. In a Boolean valued universe V(&) the relation [z = 3] = 1 in

no way implies that the functions z and y (considered as elements of V)

coincide. For example, the function equal to zero on each layer V&B),

where a > 1, plays the role of the empty set in V(B). This circumstance

may complicate some constructions in the sequel. In this connection,

) often
preserving for the latter the same symbol V(®): i.e., we put V(E) := v([B).

we pass from V(B) to the separated Boolean valued universe V(B

—(B
Moreover, to define V' ), we consider the relation {(z,y) : [t = y] = 1}
on the class V(B) which is obviously an equivalence. Choosing an element
(a representative of least rank) in each class of equivalent functions, we

arrive at the separated universe V([B). Note that

[z =y] =1 = [p(@)] = [¢(y)]

is valid for an arbitrary formula ¢ of ZF and elements = and y in V(®),
Therefore, in the separated universe we can calculate the truth values
of formulas paying no attention to the way of choosing representatives.
Furthermore, working with the separated universe, for the sake of con-
venience we often consider (exercising due caution) a concrete represen-
tative rather than a class of equivalence as it is customary, for example,
while dealing with function spaces.

Concluding the section we state a very useful exhaustion principle for
Boolean algebras. A subset of a Boolean algebra is said to be disjoint
or antichain if the meet of its every two elements is 0.

1.2.8. Exhaustion Principle. Let B be a Boolean algebra. To each
nonempty set B C B having the least upper bound, there is an antichain
A C B such that \/ A =\/ B and, given z € A, we may find y in B with
T <y

1.3. TRANSFORMATIONS OF THE BOOLEAN VALUED UNIVERSE

Each homomorphism of a Boolean algebra B induces a transforma-
tion of the Boolean valued universe V(B). The topic to be discussed in
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this section is the behavior of these transformations and, in particular,
the manner in which they change the Boolean truth values of formulas.

1.3.1. Assume that 7 is a homomorphism of B in a complete Boolean
algebra D. By recursion on a well-founded relation y € dom(z), we define
the mapping 7* : V(®) — V(P) ysing the formulas dom(n*z) := {n*y :
y € dom(x)} and

T v \/ {n(z(2)): z € dom(z), 7z = v}.

1.3.2. If o is a complete homomorphism of a complete Boolean
algebra A to B then (w o o)* = 7n* o o*. Moreover, I is the identity
mapping on V&) If 1 is injective then 7* is also injective. Moreover,

e 'y = w(z(y)) (y € dom(z)).

A formula is called bounded or restricted if each bound variable in it
is restricted by a bounded quantifier; i.e., each of its quantifiers occures
in the form (Vx € y) or (3 € y) for some y (cp. 1.1.2 and 1.1.4), or it is
equivalent in ZFC to a formula of this kind. A formula is of class ¥; (or
Y;-formula) if it is built up from atomic formulas and their negations
using only the logical operations A, V, Vz € y, Jx, or if it is equivalent
in ZFC to such a formula.

1.3.3. Let m be a complete homomorphism from B to D, let
©(x1,...,2,) be a formula of ZFC, and let uy,...,u, € V(B). Then

(1) if ¢ is a formula of class ¥1 and 7 is arbitrary then
ﬂ-([[@(ula cee 7un)]][B) < [[90(7{*”1’ ce aﬂ*un]][DQ

(2) if ¢ is a restricted formula and 7 is arbitrary, or 7 is an epimor-
phism and ¢ is arbitrary; then

m([o(ur, ... un)]®B) = [o(m*us,. .., 7% u,)]P.

1.3.4. Assume that w, ¢, and uq,...,u, are the same as in 1.3.3
assume further that one of the following is fulfilled:
(1) ¢(z1,...,2,) is a formula of class %1, and 7 is arbitrary;
(2) 7 is an epimorphism and ¢(z1,...,x,) is arbitrary.
Then
VB = o(ug, ... un) = VO = p(r*uy, ..., 7 uy).
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1.3.5. Assume that 7, ¢, and uy,...,u, are the same as in 1.3.3.
Assume further that one of the following is fulfilled:

(1) ¢ is restricted and 7 is a monomorphism;

(2) 7 is an isomorphism and ¢ is arbitrary.
Then

VB = o(ug, ... un) <= VO = p(r*uy, ..., 7 uy).

We now consider the two important particular cases:

1.3.6. Let By be an order closed subalgebra of a complete Boolean
algebra B. Then By is itself a complete Boolean algebra and the least
upper bound and the greatest lower bound of every subset of By are the
same in By and in B. In these circumstances V() < V(B)  Moreover,
denoting by @ the identical embedding of By into B, we then see that 2
is a complete monomorphism and ¢* is an embedding of V(Eo) into V(E),
Thus, the following is immediate from 1.3.5(1).

If p(x1,...,z,) is a restricted formula and uq, ..., u, € V(Bo) then
VE) = p(uy,.. . un) <= V& = o(uy,...,un).

Since the two-valued algebra 2 := {0, 1} may be viewed as a com-
plete subalgebra of the Boolean algebra B, the above is also valid for
the universe V(®). As can easily be seen from 1.4.5(2,3) below, V) is
naturally isomorphic to the von Neumann universe V.

1.3.7. Fix a nonzero b € B and consider the relative subalgebra
B:= [0, b] C B with unit 1:= b. The mapping 7, : z — bA z (z € B)
is a complete Boolean epimorphism from B onto B. Given u € V(B) the
element b A u:= m;(u) € V(B) is defined by recursion according to 1.3.1:

dom(bAu):={bAv:vedom(u)};
(bAw)(v) = \/{r(u(2)): z € dom(u), bA z = v}.
Applying 1.3.3 (2) we get

bA [p(ur, . un)]® = [p(b Aur,. .. b Aug)]®.

In particular, if ¢(z1,...,x,) is a formula of ZFC and uy, ..., u, € V(&)
then

VB = oluy, .. un) = VO = o Aug,....bAuy).
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1.4. PRINCIPLES OF BOOLEAN VALUED SET THEORY

The most important properties of a Boolean valued universe V(®) are
stated in the three principles:

1.4.1. Transfer principle. If p(zq,...,z,) is a theorem of ZFC
then
(Vai,..., 20 € VEYVE) = oz, ... 2,)

is also a theorem of ZFC.

The transfer principle is established by rather laboriously checking
that all axioms of ZFC have truth value 1 and all applications of the
rule of inference increase the truth value of each formula. Sometimes,
the transfer principle is worded as follows: “V(B) is the Boolean valued
model of ZFC,” or “all theorems of ZFC are true in V(&) ” or another
simile. Using the transfer principle, we will often simplify the reference
and say “by transfer.”

1.4.2. Maximum Principle. For each set-theoretic formula
o(u,x1,...,z,) the following is provable in ZFC: for every collection
Tlyeeo Ty € V(B) there exists zo € V(B) such that

[B2) p(@)] = [ (zo)]-

In particular, if it is true in V(B) that there is 2 for which ¢(z) then there
is an element zo in V(®) (in the sense of V) for which [p(z0)] = 1. In
symbols, the following is provable in ZFC:

(v® £ @2 @) = (F20) V® F p(a0)).
In other words, the mazimum principle
Bzo € V®) [p(z0)] = \/ [p(@)]
zeV(B)

is valid for every formula ¢ of ZFC.

The last equality accounts for the origin of the term mazimum prin-
ciple. The proof of the principle is a simple consequence of mizing.

A partition of unity in a Boolean algebra B is a family (b¢)ecz of
elements of B such that

(VENEE) (E#n=>be Aby=0) and \/{be: £€E}=1.
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1.4.3. Mixing Principle. Given a family (z¢)¢ez in V(® and a par-
tition of unity (be)eez in B, there exists a (unique) mizture of (z¢) by (be);
i.e., the unique z € V(&) such that be < [z = z¢] for all £ € =.

The mizture x of a family (z¢) by (be) is denoted as follows:

x = mixges(bexe) = mix{bexe : £ € E}.

A set A of elements of V(B) is called cyclic if the family of elements
of A is closed under mixing. The least cyclic set that includes A is the
cyclic hull of A, and we denote it by cyc(A).

1.4.4. The comparative analysis, mentioned above, presumes that
there is some close interconnection between the universes V and V().
In other words, we need a rigorous mathematical technique that would
allow us to reveal the interplay between the interpretations of one and the
same fact in the two universes V and V(®). The base for the technique
is constituted by the operations of canonical embedding, descent, and
ascent.

We start with the canonical embedding of the von Neumann universe,
while the operations will be presented below. Given x € V, denote by z"
the standard name of = in V(®)_ i.e., the element defined by the recursion
schema:

M=, dom(z"):={y":y ez}, im(z"):={1}.

1.4.5. Observe some simple properties of standard names we need in
the sequel. Slightly abusing the language, we will call the passage from
a set to its standard name canonical embedding.

(1) Given z € V and a formula ¢ of ZF, we have

[By €z w(w)] = V{[r(z")]: 2 €z},
[(Vy € z) o(y)] = AM{Iw(z")] : 2 € z}.

(2) The canonical embedding is injective. Moreover, for all z,y € V
we have
z ey VE Ea" ey’

:c:y<:>\/([8) Ea" =y
(3) The canonical embedding sends V onto V(®):

(VueV®)3lz e V) VE® gy =g
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1.4.6. If 7 is a complete homomorphism from B to a Boolean al-
gebra D then m*z" = 2’ for all z € V, where (-)" is the canonical
embedding of V to V(P),

1.4.7. Restricted Transfer Principle. For each restricted set-
theoretic formula ¢ the following is provable in ZFC:

o(x1,. .. 2n) = VO =p2,... z))

for all collection x1,...,x, € V.

Henceforth, working in the separated universe V(B), we agree to pre-
serve the symbol z" for the distinguished element of the class corre-
sponding to x.

1.4.8. A correspondence from X to Y is a triple (X,Y, F) with F C
X xY. The domain dom(®) and the image im(®) of ® are introduced
by
dom(®):={reX: ByeY)(r,y) € F};

im(®):={yeY: (Jz € X)(z,y) € F}.
The correspondence ® is often identified with the point-to-set mapping
z— ®(x):=F(z):={y €Y : (z,y) € F}. Consider another set Z and
a correspondence ¥:= (Y, Z,G) from Y to Z. Put
Fl={(y,x) €Y x X : (z,y) € F};
GoF:={(z,2)e XxZ: ByeY)(zr,y) € FA(y,2) € G}.
The correspondences ®~! := (Y, X, F~!) from Y to X and ¥ o & :=
(X,Y,GoF) from X to Z are called the inverse ® and the composite of
® and V. If A C X then ®(A):= (J,c 4 ®(z) is the image of A under ®.
In particular, dom(®) = ®~1(Y) and im(®) = ®(X). Observe by way
of example that the restricted transfer principle yields
“® is a correspondence from X to Y”
— V(B = “®” is a correspondence from X" to Y"”;
VE = (To@) =T 0@ A (271)" = (") 1 AD(A)" = B (A%);
V(E = dom(®)" = dom(®") A im(®)" = im(®");
“f is a function from X to Y”

— V(B E “f”" is a function from X" to Y7

(moreover, f(z)" = f*(z") within V® for every z € X).
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Thus, the standard name can be considered as a covariant functor of the
category of sets (or correspondences) in V to the appropriate subcategory
of V@ in the separated universe V(B).

1.4.9. A set X is finite if X coincides with the image of a function
on a finite ordinal. In symbols, this is expressed as fin(X); hence,

fin(X):= (3n)(3f)(n € w AFnc(f) Adom(f) =nAim(f) = X).

Obviously, the above formula is not bounded. Nevertheless there is a sim-
ple transformation rule for the class of finite sets under the canonical
embedding. Denote by g, (X) the class of all finite subsets of X:

Pin(X):={Y € 2(X) : fin(Y)}.
1.4.10. For an arbitrary set X € V we have

VB = P (X)) = Pan(X)".

1.5. DESCENTS

In this section we define the mapping that assigns to each element
z € V(B some subclass of V(B) which is a set in the sense of V.

1.5.1. Given an arbitrary element x of the (separated) Boolean va-
lued universe V(B we define the descent z| of = as

ali={yeV®: [yca] =1}.

The class ] is a set; i.e., 2 € V for each z € V(®), If [z # @] = 1 then
x) is a nonempty set by the maximum principle. If [a Cz AbC z] =1
then (aNb)) = al NbJ.

We list the simplest properties of descending:

1.5.2. Let z € V(® and [z # @] = 1. Then for every formula ¢
of ZFC we have

[(Va € 2) p(@)] = \{lp()] : 2 € 21},
[Bz € 2) p(@)] = \{lp@)] : @ € 2L}

Moreover, there exists 2o € 2] such that [¢(zo)] = [(z € z) p(x)].
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1.5.3. Let ® be a correspondence from X to Y within V(B), Thus, ®,
X, and Y are elements of V(&) and, moreover, [® C X x Y] = 1. There
is a unique correspondence ®| from X| to Y| such that

BUAL) = B(4)]

for every nonempty subset A of X within V(®). The correspondence ®|
from X| to Y] involved in the above proposition is called the descent
of the correspondence ® from X to Y in V(B),

1.5.4. The correspondence ®| is extensional; i.e., it satisfies the con-
dition
y€B(r) = [ri=2] < \/ [y =1l
Y2€P(2)
for all z1,z2 € dom(®|) = dom(P)].
1.5.5. (1) The descent of the composite of correspondences within

V(B) is the composite of their descents:
(Tod)| =T]od].

(2) The descent of the inverse correspondence within V(®) is the
inverse of its descent:

(@ 1)) = (@)L,
(3) If Ix € V(®) is the identity mapping on X within V(®) then

(Ix)| = Ixy.

1.5.6. Suppose that X,Y, f € V() are such that [X # @] = 1,
[Y #2] =1, and [f : X — Y] =1, ie., f is a mapping from X to YV
within V(®), Then there is a unique mapping f| from X to Y| for
which

[fi(z) = f@)] =1 (ze X))
The descent of a function is extensional in the sense that (cp. 1.5.4)
[21 = 2] < [fl(z1) = flz2)] (21,72 € X]).

By 1.5.5 we can consider the descent as a functor from the category
of B-valued sets and mappings (correspondences) to the category of the
usual (i.e., in the sense of V) sets and mappings (correspondences).
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1.5.7. Given z1,...,z, € V) denote by (z1,...,2,)® the corre-
sponding ordered n-tuple within V(B), Assume that P is an n-ary rela-
tion on X within V®); ie, X, P € V® and [P ¢ X" ] =1 (n € w).
Then there exists an n-ary relation P’ on X| such that

(x1,...,2,) € P <= [(z1,...,2,)® € P] = 1.

Slightly abusing notation, we denote the relation P’ by the same sym-
bol P and call it the descent of P.

1.5.8. Suppose that X € V, X # &; i.e., X is a nonempty set. Let ¢
denote the canonical embedding z — z” (x € X). Then ¢«(X)t = X" and
X = 71(X"]). Using the above relations, we can extend the descent
operation to the case in which [¥ is a correspondence from X" to Y] = 1,
where Y € V(B) and [Y # @] = 1. Namely, we put ¥]:= ¥| o¢. In this
case, U] is called the modified descent of the correspondence ¥. (If
the context excludes ambiguity then we simply speak of descents using
simple arrow.)

It is easy to see that W] is the unique correspondence from X to Y|
satisfying the equality

Ui(2) = Ua)) (z € X).

If ¥:= g is a function then ¢ is a function from X to Y| uniquely
determined by

[gl(z) = g(z")] =1 (z € X).

1.5.9. Let [X* — Y] stand for the set of all members g € V(®)
with g : X» — Y] = 1, and [X — Y]] denote the set of all functions
f: X — Y]. The mapping g — g] is a bijection between [X* — Y]
and [X — Y]. The converse mapping f — f1 is defined in the next
section (see 1.6.8).

1.6. ASCENTS

We now consider some transformation acting in the reverse direction,
i.e. sending each subset  C V() into an element of V(&)

1.6.1. Let z € V and = € V(®); ie., let 2 be some set composed of
B-valued sets or, in other words, z € Z(V(®)). Put @1:= @ and

dom(zt) =z, im(z?t) = {1}
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if © # @. The element z1 (of the separated universe V(B) ie. the
distinguished representative of the class {y € V() : [y = 21] = 1}) is
called the ascent of x.

1.6.2. The following hold for every z € 2 (V(®)) and every formula ¢:

[(V2 € 2t ()] = A lew)],

yET

[Fzeat)e(x)] = VW]

yex

Introducing the ascent of a correspondence ® C X x Y, we have to
bear in mind a possible difference between the domain of departure X
and the domain

dom(®):= {zx € X : (z) # o}.

This difference is inessential for our further goals; therefore, we assume
that, speaking of ascents, we always consider the correspondences ® that
are defined everywhere; i.e., dom(®) = X.

1.6.3. Let X,Y,® € V(B) and let ® be a correspondence from X to Y.
There exists a unique correspondence ®7 from X7 to Y1 within V(®) such
that

BI(AD) = D(A)}

is valid for every subset A of dom(®) if and only if ® is extensional; i.e.,
® satisfies the condition

Y1 € ®(z1) = [r1 = 22] < \/ [y1 = y2]
y2€2(z2)

for all z1, 22 € dom(®). In this event, ®1 = ®'1, where
"= {(z,9)": (z,y) € 2}.

The element &7 is called the ascent of ®.
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1.6.4. The composite of extensional correspondences is extensional.
In addition, the ascent of a composite is equal to the composite of the
ascents (within V(®)): Assuming that dom(¥) D im(®) we have

VE) E (U0 &)t = T} o &1

Note that if ® and @1 are extensional then (®1)~! = (®~1)1. But
in general the extensionality of ® in no way guarantees the extensionality
of &1,

1.6.5. It is worth mentioning that if an extensional correspondence f
is a function from X to Y then the ascent f1 is a function from X1 to Y'1.
Moreover, the extensionality property can be stated as follows:

[z1 = zo] <[f(21) = f(22)] (21,722 € X).

It is immediate from the last property that for an extensional function
f:X =Y, afamily (¢)ecz in X, and a partition of unity (b¢)ec= in B
we have
mix bex ) = mix be f(x¢).
f(5€5 eve ) = mixbe f(ze)

1.6.6. Given X C V(®) we denote by mix(X) the set of all mixtures
of the form mix(bex¢), where (z¢) C X and (be) is an arbitrary partition
of unity. The following are referred to as the rules for canceling arrows
or the Escher rules.

Let X and X’ be subsets of V(B) and let f : X — X’ be an extensional
mapping. Suppose that Y,Y”, g € V() are such that [Y,Y’ # @] = [g:
Y - Y] =1. Then

Xt =mix(X), Yit=Y;
f=0U)x, g=glt

Observe that mix(X) = cyc(X) (cp. 1.4.3).

1.6.7. Moreover, the mapping f — f1 is a one-to-one embedding
of Ext(X,Y) into % %], where Ext(X,Y) is the set of all extensional
mappings from X to Y and # % is the set of all mappings from 2" to
% within V(B); ie., # % is a member of V(B) defined as

VEV? ¢ X =%,

This embedding is a bijection whenever X = mix(X) and ¥ = mix(Y).



20 Chapter 1. Boolean Valued Requisites

1.6.8. Let X € V, Y € V() and let . be as in 1.5.8. By analogy
with 1.5.8 we can extend the ascent operations to the case that & is
a correspondence from X to Y|. We need only to put ®1:= (® o 1)1
In this case, @7 is called the modified ascent of ®. (Again, when there is
no ambiguity, we simply speak of ascents and use simple arrows.) Clearly,
®7 is the unique correspondence from X" to Y within V(&) satisfying

[#1(z") = 2(x)T] =1 (z € X).

Moreover, the correspondence ® o 1! is extensional, and consequently
we have [®1(A") = ®(A)1] = 1 for every nonempty A C X. If &:= f
is a function then f1 is a function from X” to Y within V(® uniquely
determined by

[f1(z") = f(@)] =1 (z € X).

1.6.9. The following useful fact is immediate from 1.4.10:

f@ﬁn(XT) = {QT e gﬁn(X)}T .

1.7. ALGEBRAIC B-SYSTEMS

In this section we describe a category of algebraic systems comprised
of descents of Boolean algebraic systems.

1.7.1. A Boolean set or a B-set is a pair (X, d), where X € V, X # &,
and d is a B-metric on X; i.e., d is a mapping from X x X to the Boolean
algebra B which satisfies the following conditions for all z,y,z € X:

(a) d(z,y) =0 <=z =y;

(b) d(z,y) = d(y, z);

() d(z,y) < d(x, 2) vV d(z,y).

Each @ # X C V() gives an example of a B-set if we put

dz,y)=[z#y]=[z=y]" (v,y€X).

Another example is a nonempty X € V with the “discrete B-metric” d;
ie,d(z,y) =1ifx#yand d(z,y) =0if z =y.

Given z € X, a family (z¢) in X, and a partition of unity (b¢) in B,
we write = mix(bexe) provided that be A d(z,z¢) = 0 for all . As
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in 1.4.3, x is called the mizture of (z¢) by (be). The mixture, if existent,
is unique. A B-set X is called mix-complete if mix(bex¢) exists in X for
all families (z¢) in X and partitions of unity in B.

1.7.2. Let (X, d) be some B-set. There exist an element 2~ € V(B)
and an injection ¢ : X — X’:= 27} such that d(z,y) = [tz # w] (z,y €
X) and X’ = mix(¢X). Thus, every ' € X' admits the representation
' = mixeez(betae), where (z¢)ecz C X and (be)eez is a partition of
unity in B. The element 2 € V() is referred to as the Boolean valued
representation of the B-set X. If X is a discrete B-set then 2" = X"
and 1z = 2" (z € X). If X C V() then (1 is an injection from X7 to 2~
(within V(®)),

A mapping f from a B-set (X,d) to a B-set (X’,d’) is said to be
nonezpanding or contracting if d(z,y) = d'(f(z), f(y)) for all z,y € X.

1.7.3. We exhibit some example of a B-set that is important for the
sequel. Let X be a vector lattice and B:= P(X). Put

d(z,y):={lz —yl}**  (z,y € X).

Clearly, d satisfies 1.7.1 (b,c). At the same time, 1.7.1 (a) is valid only
provided that X is Archimedean (cp. 2.1.3). Thus, (X,d) is a B-set if
and only if the vector lattice X is Archimedean.

1.7.4. Recall that a signature is a 3-tuple o:= (F, P,a), where F
and P are some (possibly, empty) sets and a is a mapping from F U P
to w. If the sets F' and P are finite then o is a finite signature. In
applications we usually deal with algebraic systems of finite signature.

An n-ary operation and an n-ary predicate on a B-set A are contrac-
tive mappings f : A" — A and p : A™ — B, respectively. By definition,
f and p are contractive mappings provided that

n—1
d(F(aon - ranr), flay .y 1)) < \/ d(ar,al),
k=0
n—1
ds (p(a07 e 7an—1)ap(a67 ey a;l_l)) g \/ d(aka a;g)
k=0
for all ag, ay,...,an—1, a,,_; € A, where d is the B-metric of A, and d;

is the symmetric difference on B; i.e.,

ds(bl, bg):z b1 A by:= (bl AN b;) V (bik A\ b2)
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Clearly, the above definitions depend on B and it would be cleaner to
speak of B-operations, B-predicates, etc. We adhere to a simpler practice
whenever this entails no confusion.

1.7.5. An algebraic B-system 2 of signature o is a pair (A, v), where
A is a nonempty B-set, the underlying set or carrier or universe of 2,
and v is a mapping such that

(a) dom(v) = F U P;
(b) v(f) is an a(f)-ary operation on A for all f € F'; and

(c) v(p) is an a(p)-ary predicate on A for every p € P.

It is in common parlance to call v the interpretation of 2, in which
case the notations f¥ and p” are substitutes for v(f) and v(p).

The signature of an algebraic B-system 2 := (A4,v) is often de-
noted by o(2); while the universe A of 2, by |A|. Since A° = {2},
the nullary operations and predicates on A are mappings from {@}
to the set A and to the algebra B respectively. We agree to identify
a mapping g : {g} — AU B with the element ¢g(&). Each nullary
operation on A thus transforms into the unique member of A. Anal-
ogously, the set of all nullary predicates on A turns into the Boolean
algebra B. If F:= {f1,..., fn} and P:= {p1,...,pm} then an algebraic
B-system of signature o is often written down as (A,v(f1),...,v(fn),
v(p1),...,v(pm)) or even (A, fi,..., fu, P1,---,Pm). In this event, the
expression o = (f1,..., fn, P1,--.,Dm) is substituted for o = (F, P, a).

1.7.6. We now address the B-valued interpretation of a first-order
language. Consider an algebraic B-system 20:= (A,v) of signature o:=
o(2A):= (F, P,a). Let ¢(zg,...,2n—1) be a formula of signature o with
n free variables. Assume given ag,...,a,_1 € A. We may readily define
the truth value |¢|*(ao, . ..,a,_1) € B of a formula ¢ in the system 2l for
the given values ag, . . . , a,_1 of the variables xg, . .., z,_1. The definition
proceeds as usual by induction on the complexity of ¢: Considering
propositional connectives and quantifiers, we put

o A* (o, . .-y an—1):= |@|*(ao, ..., an—1) A [¥|*(ao, ..., an—1);
lo Vv zﬁ|2l (agy ... ap—1):= |g0\m(a0, ceyGpo1) V \@b|m(ao7 ey Qne1);
|~ e* (a0, - .-, an—1) = l¢|*(ao, .., an-1)%

‘(Vl‘o) (p|Ql <a’17 .o 7an71) = /\ |(P|Ql(a07 a1, ... 7a'n71);
ag€A
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‘(3 33'()) @lm (a'lv (R 70‘1'7,71) = \/ |<)O|Q[(a’0a a1, .- 70'1'7,71)'
ap€EA

1.7.7. Now, the case of atomic formulas is in order. Suppose that
p € P symbolizes an m-ary predicate, ¢ € P is a nullary predicate, and

to, - ..,tm—1 are terms of signature o assuming values by, ..., b,,_1 at the
given values ag, . .., a,_1 of the variables z, ..., z,_1. By definition, we
let

lo[* (a0, .- an-1):=v(q), if p:=g";
lo[*(ag, ... an_1):=d(bo,b1)*, if @:= (to =t1);
lo[*(ag, .-y an_1):=p"(boy. .. bm_1), if o:=p"(to,..,tm_1),
where d is a B-metric on A.

1.7.8. Say that ¢(xo,...,Tn—1) is valid in A at the given values

ag,...,an—1 € Aofxg,...,o,—1 and write A = p(ag,. .., a,—1) provided
that |¢|*(ag,...,a,_1) = 1g. The alternative expressions are as follows:
ag,...,an—1 € A satisfies p(zg,...,Tn_1), or ¢(ag,...,a,—_1) holds true

in A. In case B:= {0,1}, we arrive at the conventional definition of the
validity of a formula in an algebraic system.

Recall that a closed formula ¢ of signature o is a tautology if ¢ is
valid on every algebraic 2-system of signature o.

1.7.9. Consider algebraic B-systems 2 := (A4,v) and €:= (C, pu) of
the same signature o. The mapping h : A — C is a homomorphism of 2
to € provided that, for all ag,...,a,—1 € A, the following are valid:

(1) dg(h(a1),h(az)) < da(ay,as);
(2) h(f¥) = f¥, a(f) = 0;
(3) h(f¥(agy.--san—1))=5"(h(ag),...,h(an-1)), 0 # n:=a(f);

(4) p¥(ag,-.-,an-1) < p*(h(ag),...,h(an—1)), n:= a(p).
A homomorphism A is called strong if

(5) a (p):=n#0for all p € P, and for all ¢y,...,c,—1 € C we have

p”(cm EERE Cnfl)

> \/ {p”(ao,...,an_l) A dc(co, h(agp))

ag,-.,an—1€A

A Ado(eni, h(an,l))}.
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1.7.10. If a homomorphism A is injective and 1.7.9 (1,4) are fulfilled
with equality holding, then h is said to be an isomorphism from 2 to €.
Undoubtedly, all surjective isomorphisms h and, in particular, the iden-
tity mapping I4 : A — A are strong homomorphisms. The composite
of (strong) homomorphisms is a (strong) homomorphism. Clearly, if
h is a homomorphism and h~! is a homomorphism too, then A is an
isomorphism.

Note again that in the case of the two element Boolean algebra 2:=
{0,1} we come to the conventional notions of homomorphism, strong
homomorphism, and isomorphism.

1.8. BOOLEAN VALUED ALGEBRAIC SYSTEMS

Before giving the general definition of descent of an algebraic system,
consider the descent of a very simple but important algebraic system,
the two element Boolean algebra. Choose two arbitrary elements, say
0,1 € V) satisfying [0 # 1] = 1g. We may for instance assume that
0:= 0g and 1:= 1.

1.8.1. The descent C of the two-element Boolean algebra {0,1}® ¢
V(B) is a complete Boolean algebra isomorphic to B. The formulas

[x(®) =11 =b, [x(b) =0] =0 (b€B)

yield the isomorphism x : B — C.

1.8.2. Let X and Y be some B-sets, let 2™ and % be their Boolean
valued representations, and let ¢ and s be the corresponding embeddings
X—>ZlandY - &|. If f: X - Y is a contracting mapping then
there is a unique element g € V(&) such that [g : 2 — #] = 1 and
f=»"toglow We also accept the denotations 2 := .Z~(X):= X~
and g:= F~(f):= f~.

1.8.3. The following are valid:

(1) VB = f(A)~ = f~(A~) for A C X.

(2) If g: Y — Z is a contraction then g o f is a contraction and
VE K (go fy* =g~ o f~.

(3) V(B = “f~ is injective” if and only if f is a B-isometry.

(4) V(B = «f~ is surjective” if and only if for every y € Y we have
V{d(f(z),y) :z € X}=1.
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1.8.4. Consider an algebraic system 2 of signature o” within V(&)
and let [A = (A,v)®] = 1 for some A, v € V), The descent of A is
the pair 2 := (Al, ), where p is the function determined from the

formulas:
pefe @O (feF),
pip—=x to@lp)l (peP).

Here x is the above isomorphism of the Boolean algebras B and {0, 1}EB].

In more detail, the modified descent v] is the mapping with domain
dom(v]) = FUP. Given p € P, observe [a (p)" = a*(p")] = 1,
[v1(p) = v(p")] =1 and so

VE®) = ul(p): A* D" 5 {0,1}B,

It is now obvious that (v](p))} : (A1)* ) — C:= {0,1}®| and we can
put p(p):= x "' o (v1(p))-

1.8.5. Let ¢(xg,...,x,—1) be a fixed formula of signature o in n free
variables. Write down the formula ®(zo, ..., z,—1,2) in the language of
set theory which formalizes the proposition 2 = ¢(zo, ..., 2n—1). Recall
that the formula 2 E ¢(zo,...,z,—1) determines an n-ary predicate
on A or, which is the same, a mapping from A™ to {0,1}. By the
maximum and transfer principles, there is a unique element |p|* € v(B)
such that

[lol* : A" — {0,1}%] =1,
[le*(at) = 1] = [2(a(0), ..., a(n — 1),A)] =1

for every function a : n — A|. Instead of |¢|*(at) we will write |p|®
(agy--.,an—1), where a;:= a(l). Therefore, the formula

VE®) = “p(ag, ..., an,_1) is valid in A

holds true if and only if [®(aq,...,a,—1,2)] = 1.

1.8.6. Let 2 be an algebraic system of signature ¢” within V(®). Then
2| is a laterally complete algebraic B-system of signature o. In this event
xo|p/™ = |p[*] for each formula ¢ of signature o. An algebraic system
is laterally complete whenever its universe is mix-complete.

1.8.7. Let 2 and *B be algebraic systems of the same signature o”
within V() Put 2’ := 2| and B’ := B|. Then, if h is a homomor-
phism (strong homomorphism) within V(&) from 2/ to B then h’:= h| is
a homomorphism (strong homomorphism) of the B-systems I’ and 9B’.
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Conversely, if ' : 2’ — B’ is a homomorphism (strong homomor-
phism) of algebraic B-systems then h:= A’ is a homomorphism (strong
homomorphism) from 2 to B within V(B),

1.8.8. Let 2A:= (A,v) be an algebraic B-system of signature o. Then
there are </ and p € VB such that the following are fulfilled:

(1) V®) = 4o, ) is an algebraic system of signature o"”.

(2) If A’ := (A',V) is the descent of (7, ) then A’ is a laterally
complete algebraic B-system of signature o.

(8) There is an isomorphism ¢ from 2 to A’ such that A’ = mix(:(A)).

(4) For every formula ¢ of signature o in n free variables, we have

lo[* (a0, .-, an-1) = |<,0|m/(2(a0), cor(an—1))
=x""o (Il )ao), - .-, 2(an-1))

for all ag,...,a,_1 € A and x the same as in 1.8.1.

1.9. BOOLEAN VALUED ORDINALS AND CARDINALS

Now we dwell for a while on the properties of ordinals and cardinals
within the Boolean valued universe.

1.9.1. A set z is transitive (not to be confused with a transitive
relation) if each member of z is also a subset of x:

Tr(z):= (Vy) (y €z — y C z).

An ordinal is a transitive set well-ordered by membership. The record
Ord(z) means that x is ordinal. The terms ordinal number or transfinite
number are also in common parlance. Denote by On the class of all ordi-
nals. We often let lowercase Greek letters stand for ordinals. Moreover,
we use the abbreviations:

a<f=acf, a<f=(acf)Via=p), a+l:=aU{a}.

If o < B then we say that « precedes 3 and g succeeds a.

1.9.2. If x C On is a set then |Jz is the least upper bound of z in
the class On ordered by the membership relation €. The least upper
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bound of a set of ordinals x is usually denoted by lim(z). An ordinal o
is a limit ordinal if a # @ and lim(a) = a.

In other words, « is a limit ordinal provided that o cannot be written
down as a = f+ 1 with 8 € On. The least limit ordinal whose existence
is ensured by the axiom of infinity is denoted by w (or wp; see 1.9.4 (2)).

The least ordinal, the zero set 0:= &, belongs to w.

The successor 1:= 0+1 = 0U{0} = {@} contains the only element 0.
Furthermore, 2:= 1U{1} = {0} u{1} = {0,1} = {0, {0}}, 3:=2U{2} =
{0, {0}, {{0, {0}}}, etc. Thus,

w:={0,{0},{0,{0}},...} ={0,1,2,...}.

The following notation is also used:

N:=w)\ {0} ={1,2,...}.

The members of w are finite ordinals or positive integers. The ele-
ments of N are called natural numbers or simply naturals by historical
reasons. But the whole of w is called the naturals rather often too (since 0
seems very common today).

1.9.3. Two sets are equipollent, or equipotent, or of the same cardi-
nality if there is a bijection of one of them onto the other. An ordinal
that is equipotent to no preceding ordinal is a cardinal. Each natural is
a cardinal.

A cardinal not in w is an infinite cardinal. Therefore, w is the least
infinite cardinal.

Given an ordinal a, we denote by w, an infinite cardinal such that
the ordered set of all infinite cardinals less than w, is similar to a. If
such a cardinal exists then it is unique.

1.9.4. Cardinal Comparability Principle. The following are
valid:

(1) Infinite cardinals form a well-ordered proper class.

(2) To each ordinal « there is a cardinal w, so that the mapping

a — w, is a similarity between the class of ordinals and the class of
infinite cardinals.

(3) There is a mapping | - | from the universal class U onto the class
of all cardinals such that the sets « and |z| are equipollent for all z € U.

1.9.5. Clearly, Ord(z) is a bounded formula. Since lim(a) < « for
every ordinal «, the formula Ord(z) A z = lim(z) may be rewritten as
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Ord(z) A (Vt € x)(3s € z)(¢t € s). Hence, Ord(z) A z = lim(z) is
a bounded formula as well. Finally, the record

Ord(z) Az =lim(z) A (Vt € x)(t =lim(t) — ¢ = 0)

convinces us that the “least limit ordinal” is a bounded formula too.
Hence « is the least limit ordinal if and only if V(B) = “a” is the least
limit ordinal” by the restricted transfer principle. Since w is the least
limit ordinal in V, we have V(®) |= “w” is the least limit ordinal.”

1.9.6. It can be demonstrated that V(®) = “On" is the unique ordinal
class that is not an ordinal” (with On” defined in an appropriate way).
Given z € V(®) we thus have

[Ord(@)] = \/ [z =a"].

aeOn

This yields the convenient formulas for quantification over ordinals:

[(V2)(Ord(z) = ¢(2))] = A\ [¥(a)],
a€On

[B2)(Ord(2) A ()] = \/ [(a")].

a€On

1.9.7. Each ordinal within V(®) is a mixture of some set of standard
ordinals. In other words, given x € V() we have V(®) = Ord(z) if and
only if there are an ordinal 3 € On and a partition of unity (by)acs C B
such that x = mixaep ba 0.

1.9.8. By transfer every Boolean valued model enjoys the classical
cardinal comparability principle. In other words, there is a V(B)-class Cn
whose elements are only cardinals. Let Card(a)) denote the formula that
declares « a cardinal. Within V(B) we then see that o € Cn ¢ Card(a).
Clearly, the class of ordinals On” is similar to the class of infinite car-
dinals, and we denote the similarity from On” into Cn by a — N,. In
particular, to each standard ordinal o € On there is a unique infinite
cardinal R, within V() since [Ord(a”)] = 1.

1.9.9. Recall that it is customary to refer to the standard names
of ordinals and cardinals as standard ordinals and standard cardinals
within V().



1.9. Boolean Valued Ordinals and Cardinals 29

(1) The standard name of the least infinite cardinal is the least infi-
nite cardinal:

VE) = (w)" = No.

(2) Within V(®) there is a mapping |-| from the universal class Ug
into the class Cn such that z and |z| are equipollent for all z. The
standard names of equipollent sets are of the same cardinality:

(Vo e V) (Vy e V) (lo| = lyl = [l="| = ly"I] = 1).

1.9.10. (1) If the standard name of an ordinal « is a cardinal then
o is a cardinal too:

(Va € On) (V® |= Card(a")) = Card(a).
(2) The standard name of a finite cardinal is a finite cardinal too:

(VaeOn) (a<w = V(B = Card(a’) Aa” € No).

1.9.11. Given z € V() we have V(B) = Card(z) if and only if there
are nonempty set of cardinals I" and a partition of unity (b,)yer C B
such that z = mix, e b,y and V(B |= Card(y") with B, := [0, b,] for
all v € I'. In other words, each Boolean valued cardinal is a mixture of
some set of relatively standard cardinals.

1.9.12. A o-complete Boolean algebra B is said to be o-distributive
if B satisfies one of the following equivalent conditions (cp. [365, 19.1]):

(1) Anew Vinen U = Vinenn Anen %n) for all (b7,)n,men in B;
(2) View Amen U = Amenst Vien Uy for all (b7, )nmen in B;
(3) VEG{I,fl}N /\TLEIN 6(n)bn =1 fOI‘ all (bn)nelN in [B.
(Here 1b,, := b, and (—1)b,, is the complement of bn.)
It is worth noting that o-distributive Boolean algebras are often re-
ferred to as (w,w)-distributive Boolean algebras. This term is related to

a more general notion, (a, 3)-distributivity, where o and 3 are arbitrary
cardinals.

1.9.13. If B is a complete Boolean algebras then the following are
equivalent:

(1) B is o-distributive.

(2) VB | (Ro)™ = ()"

(3) VB E 2(R) = 2(w)".
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The latter is the result by Scott on («, )-distributive Boolean alge-
bras which was formulated in the case oo = = w (cp. [43, 2.14]). More
details and references are collected in [249].

1.10. BOOLEAN ALGEBRAS

In this section we specify the general results of 1.8.6-1.8.8 on alge-
braic B-systems for Boolean algebras.

1.10.1. Let B be a complete Boolean algebra and let 2 be a Boolean
homomorphism from B to a Boolean algebra D. Define the mapping
d: D x D — B by putting

d(z,y):= \{beB: 1) Az =1(b") Ay} (2,y€ D).

It can easily be seen that d is a Boolean (or B-valued) semimetric; i.e.,
d satisfies 1.7.1 (b,c) and d(z,z) = 0 for all x € D. Moreover, d is
a B-metric whenever ¢ is a complete homomorphism. The results of
Section 1.8 are applicable to D:

If + : B — D is a complete Boolean homomorphism then D is an
algebraic B-system of signature (V, A, *,0,1). This B-system is laterally
complete whenever D is complete.

1.10.2. Let 2 be a Boolean algebra within V(®) and D := 2|.
Then D is a Boolean algebra and there exists a complete monomorphism
1: B — D such that for all x,y € D and b € B we have

b

N

[z < y] < 2(b) Ax < o(b) Ay.

Moreover, D is order complete if and only if so is 9 within V(&)

< In view of 1.8.6 D is a laterally complete algebraic B-system of
signature (V,A,*,0,1). The fact that D is a Boolean algebra follows
also from 1.8.6. >

1.10.3. Let 2, and %> be complete Boolean algebras in VB . Put
Dy, := 9] and denote by 1, : B — Dy, (k:= 1,2) the monomorphism
from 1.10.2. If h € V(®) is an internal isomorphism from 2, to %, then
H := h| is a Boolean isomorphism from D1 to Dy such that the diagram
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commutes:

D1 D2

H
Conversely, if H : D1 — D4 is an isomorphism of Boolean algebras and
the above diagram commutes, then h:= H7 is a Boolean isomorphism
from 9, to P within V(®),

< All can be deduced from 1.8.7 and 1.10.2. >

1.10.4. Assume that D is a complete Boolean algebra and j: B — D
is a complete monomorphism. Then there are a complete Boolean alge-
bra 2 within V®) and an isomorphism H from D onto D':= 2| such
that the diagram commutes:

D D’
H

where 1 is the monomorphism from B to D' defined as in 1.10.2.

<1 According to 1.10.1 D is a laterally complete algebraic B-system
of signature o := {V,A,*,0,1}. By 1.8.8 we can assume without loss
of generality that D coincides with 2] and 7 = @ for some algebraic
system 2 within V(B) of signature .

If a formula ¢ formalizes the axioms of a complete Boolean algebra,
then we can check by direct calculation of Boolean truth values that
lo|P = 1. From 1.8.8 we deduce [|¢|? = 1] = 1. Hence, Z is a complete
Boolean algebra within V(&) >

1.11. APPLICATIONS TO BOOLEAN HOMOMORPHISMS

In this section we demonstrate that some Hahn—Banach type exten-
sion results for Boolean homomorphisms can be deduced by Boolean
valued interpretation of the properties of filters and ultrafilters.
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1.11.1. Let X be a set, and let B be a complete Boolean algebra.
Given ¢ € V(B) with [¢ ¢ X*] = 1, define h, : X — B as

he(z):=[z" € o] (z€ X).

The mapping o + h, is a bijection between 2(X")| and BX.

<1 This mapping is clearly injective. Take h : X — B. Let n stand
for the modified ascent of y o h : X — {0,1}B|, with x the same as
in 1.8.1. By the maximum principle, we can define 0 € Z(X") as
o:={x € X”: n(x) = 1}. Then we derive from 1.8.1 that

hz) = [x(h(z) =1] = [n(z") =1] = [z" € o].
So, h = h,. >
1.11.2. Take another Boolean algebra A. A mapping p : A — B
=1

is called a submorphism (supermorphism), provided that p(l,)
and p(z Vy) = p(z) Vp(y) ( p(04) = 0 and p(z Ay) = p(z) A p(y)
respectively) for all z,y € A. If h* :  — h(x)* (x € A) is a Boolean
homomorphism then we call h: A — B a Boolean antimorphism.

The fact that A is a Boolean algebra can be expressed by a restricted
formula. Consequently, V(B) |= “A” is a Boolean algebra.”

1.11.3. Assume that o € &(A")]. Then the following hold:

(1) V® = % is an ideal” <= h’ is a submorphism.

(2) V®) = % is a filter” <= h, is a supermorphism.

(3) V®) = % is an ultrafilter” <= h, is a Boolean homomorphism.
(4) V(®) |= “s is a maximal ideal” <=> h,, is a Boolean antimorphism.

< A subset A of a Boolean algebra is a filter (an ideal) if and only
if A does not contain 0 (1), and the meet (join) of two elements of B
belongs to A if and only if each of the two elements belongs to A.

The same fact holds for the Boolean valued universe by transfer.
Therefore, the formulas V(®) = “ is an ideal” and V(&) = “p is a filter”
amount to the two groups of equalities:

[1y €c]=0, [z"Vy"e€o]=][z"€a]Ay" €o];
[0h€p] =0, [z"Ay"€p]=[z"€p]A[y" € pl.

This yields (1) and (2) by 1.11.1. Furthermore, a filter in a Boolean alge-
bra is an ultrafilter if and only if each element or its Boolean complement
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belongs to the filter. Interpreting this criterion in the Boolean valued
universe we see that V(®) |=“c is an ultrafilter” if and only if h, is
a supermorphism and [z* € o] V [z € o] = 1 (z € A"), or, equivalently,
ho(2*) V hy(z) =1 (z € A). Observe that hy(z*) A hy(z) = [(z*)" €
o] Afz” € o] = [0 € o] = 0 amounts to the identity h,(z*) = ho(x)*.
These arguments prove (3), while (4) is easy from (3). >

1.11.4. Let Hom(A, B) be the set of all Boolean homomorphisms
from A to B. By {(A") we denote the element of V(B) such that [{(A") is
the set of all ultrafilters in the Boolean algebra A"] = 1.

The mapping ¢ — hy is a bijection between t{(A")| and Hom(A, B).

< The claim follows from 1.11.1 and 1.11.3(3). >

1.11.5. Sandwich Theorem. Let p,q : A — B be such that p is
a submorphism and q is a supermorphism. Assume that q(z) < p(x) for
all x € A. Then there is h € Hom(A, B) satisfying

q(z) < h(z) <p(z) (z€A).

< By 1.11.1 there are p,oc € #(A")| such that ¢ = h, and p* = h,,.
By 1.11.3 V) 4 is a filter” and V(®) |= “p is an ideal.” Moreover,
[z" € o] = q(z) < p(x) = [2" ¢ p] and so VE) |= “oc N p is empty.”
By the transfer and maximum principles we see that the filters o and
p*:= {z* : = € p} lie in some common filter within V(®). Otherwise,
there would exist x € ¢ and y € p such that = A y* = 0 or, equivalently,
z < y. But this would imply that = € p, contradicting the condition
oNp = @. We now choose some ultrafilter v» C A" within V(E) that
includes both o and p*. Put h:= hy and note that h is a Boolean
homomorphism by 1.11.3 (3). Clearly, 0 C ¢ and ¥ N p = &. Thus
x€oc—x €Y —axdpforall x € A*. Calculating the Boolean truth
value of the latter formula yields ¢(z) < h(z) < p(x). >

Deriving corollaries to the Sandwich Theorem, we mention two facts
about extension of Boolean homomorphisms. The first is analogous to
the Hahn—Banach Extension Theorem for linear functionals.

1.11.6. Hahn—Banach Theorem for Boolean Homomor-
phisms. Let Ay be a subalgebra of a Boolean algebra A and let
p: A — B be a submorphism. Assume that a Boolean homomorphism
ho : Ay — B satisfies the inequality ho(zo) < p(xo) for all zg € Ag. Then
there exists a Boolean homomorphism h : A — B such that h(z) < p(x)
(x € A) and h(zo) = ho(zo) (xo € Ao).
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<1 Introduce the mapping ¢ : A — B by letting
q(x):= \/{ho(a) ta€Ag,a<z} (xzeA).

Clearly, q is a supermorphism, ¢ < p, and g|4, = ho. By 1.11.5 there is
h € Hom(A, B) satisfying ¢ < h < p. In particular, ho|a, < h. Given
x € Ap, we hence see that h(z) = h(z*)* < ho(z*)* = ho(z). Therefore,
hla, = h and h is a desired homomorphism. >

1.11.7. Sikorski Extension Theorem. Fach Boolean homomor-
phism hg from a subalgebra Ay of an arbitrary Boolean algebra A to
a complete Boolean algebra B admits an extension to a Boolean homo-
morphism h defined on the whole of A.

< Let p(04) =0 and p(z) =1 for 04 # z € A. Then p is a submor-
phism and hy < p|a,. So, the claim follows from 1.11.6.

We may proceed otherwise not appealing to 1.11.6, but recall-
ing 1.11.1 and 1.11.3. Indeed, [A{ is a subalgebra of the algebra A"] = 1,
and by 1.11.1 hg = h,, for some o € Z(A})]. By 1.11.3(3) [o is an ultra-
filter in Aj] = 1. The claim follows now from the fact that o, presenting
(within V(B)) a filterbase in A", admits extension to some ultrafilter
¥ C A", so that h = hy is a sought homomorphism. >

1.12. VARIATIONS ON THE THEME

The purpose of this section is to present briefly intuitionistic set
theory and quantum set theory as counterparts of Boolean valued set
theory. This is done by constructing universes based respectively on
a complete Heyting algebra and a complete orthomodular lattice, which
are reasonable models of set theory. Intuitionistic propositional calculus
is based on Heyting algebras and quantum propositional calculus is based
on orthomodular lattices, just as classical propositional calculus is based
on Boolean algebras.

1.12.A. Heyting Algebras and Orthomodular Lattices

In this section we give a brief overview of the elementary properties
of Heyting algebras and quantum logics.

1.12.A.1. Consider some lattice L. The relative pseudocomplement
of z € L with respect to y € L is the top of the set {z € L : = A
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z < y}. The pseudocomplement of z with respect to y, if existent, is
denoted by z = y. The following easy property can be viewed as another
definition of relative pseudocomplement:

LT =Y <= T N2y

1.12.A.2. A lattice Q with zero 0 and unity 1 is called a Heyting
algebra provided that the relative pseudocomplement x = y exists for
every two elements x,y € Q. A Heyting algebra is also referred to as
a pseudo-Boolean algebra or Brouwer lattice.

Each distributive Heyting algebra is a distributive lattice.

The lattice €(X) of all open subsets of a topological space X ordered
by inclusion is a complete Heyting algebra. If A,B,B; € 0(X) then
Vees Be = Uges Be and A = B coincides with the interior of (X'\ A)UB.

1.12.A.3. Given elements z, y, and z of a Heyting algebra, we have
WMz=y=1<—=z<y;z=>1=1; 1=>y=y.

(2 @=yAry=y zA(z=y) =z Ay

B)z1 <22 = T2 = y< 11 =Y.

A<y = =y <T= 40
B)z=yA(zr=2)=z= (yA=2).

(6) (x=2)A
(M) (z=>yYAy=>2) < (z=2).
(8) (z=y) < (xAz)= (yN2)).

D z=yYy=2)=@ANy) =>z=y=(z=2).

(y=2z)=@Vy) =z

(10)z=(y=2)<(z=y) = (z=2).
< See [344, Theorem 1.12.2]. >

1.12.A.4. The pseudocomplement of z in a lattice L with zero is the
top of the set {y € L: z Ay = 0}. Clearly, if L is a Heyting algebra then
each x € L has the pseudocomplement z*:= x = 0. Therefore, the prop-
erties of pseudocomplements follow from the corresponding properties of
relative pseudocomplements.

1.12.A.5. Given elements x, y, and z of a Heyting algebra, we have
WM<y = y*<z*; zAz*=0.
2)z*=1<= 2=0; 2*=0 < z=1.
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(3) z < o™ a* =a**; (zxVvVa*)™ =1.

(4) (zVvy) =" Ny (TAy)* = 2" Vy
B)r=y =y=>a"=(x Ay~

B)rz=y<y =25 =y AN(z=>y) ="
< See [344, Theorem 1.12.3]. >

1.12.A.6. An element x of a Heyting algebra § is regular provided
that ** = x. The set of all regular elements of a Heyting algebra 2 with
the order induced from Q will be denoted by 2R(€2). Note that z € Q
is regular if and only of z = y* for some y € . The following holds
(cp. [344, Theorem IV.6.5]):

The ordered set R(Q) is a Boolean algebra for each Heyting alge-
bra 2.

1.12.A.7. An ortholattice or orthocomplemented lattice is a lattice
L with some bottom O and top 1, together with the unary operation
()t : L — L, called orthocomplementation, such that for all 2,y € L we
have

zAzt =0, zvzt=1; ztt=(@Ht=1
vy =zt Ayt (wAyt =zt vyt
An ortholattice L is a Boolean algebra if and only if L satisfies the
distributive law (z,y,z € L):
zA(yVz)=(xVy AV z).

We say that some elements x and y of an ortholattice are orthogonal
and write z 1 y whenever z < y* or, equivalently, y < z.

1.12.A.8. If L is an ortholattice then for all x,y, z € L the following
are equivalent:

(1) If z < y then there exists u € L withx L uw and y = = V u.
(2) = <y impliesy =z V (y A zt).

3) (zAy)V (zt Ayt) =1 implies z = y.

(4) (zV(ztA(zVy)=xVy.

(B) Ifz = (xAy)V(zAyt) and z = (z A 2) V (z A z1), then
zA(yVz)=(xAy)V(zAz).
< See [117, 187, 332]. >
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1.12.A.9. An ortholattice L is said to be an orthomodular lattice
or quantum logic if one of (and hence all) the conditions 1.12.A.8 (1-5)
is satisfied. An ortholattice is orthomodular if and only if it does not
include a subalgebra isomorphic to hexagon 06, which is defined as the
set 06:= {a, b, a*, b+, 0, 1} with the order 0 < a < b < 1,0 < a* <
bt <1 (cp. [188, p. 22)).

1.12.A.10. A quantum logic will be denoted by 2. Let H =
(H,{(-,-)) be a complex Hilbert space and let .# be a von Neumann
algebra on H. Denote by P(.#) the set of all orthogonal projections in
A with the induced order: P < Q < (Vz € H)({z, Px) < {(z,Qx))
(P,Q € P(A)). Then 2:= P(#) is a quantum logic with P+ = Iy — P
and PAQ = lim, o (PoQ)".

1.12.A.11. For all x and y of a complete orthomodular lattice, the
following are equivalent:

(1) The sublattice generated by {z,z*,y,y*} is distributive.
(2) (xAY)V(a Ay V(eAyh) V (@t Ayt) =1

(3) (xAy)V (@t Ay) =y

(4) (zVy ) Ahy=zAy.

< See [336, Theorems 2.15, 2.17, and 2.19]. >

1.12.A.12. Elements = and y of a complete orthomodular lattice 2
are said to be compatible, in symbols z | y, if one of (and hence all) the
equivalent assertions 1.12.A.11 (1-4) is fulfilled. For a subset C of 2 and
r € 2 we put z b C, whenever z } y for all y € C. The set of elements
compatible with all other elements, called the center, of 2 is a complete
Boolean algebra.

1.12.A.13. Let 2 be a complete orthomodular lattice. Assume that
T € 2, (v¢)eez is a family in 2, and x b z¢ for all ¢ € . Then the
following hold:

(1) 2AVeez e = Veez @ A e
(2) zv AgeE Te = /\geE TV xe.
(3) thVgeE L.

(4) zb Neez e
< See [336, Theorems 2.21 and 2.24]. >
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1.12.A.14. Given a nonempty subset of a complete orthomodular
lattice 2, put

S(A)={ze€2: zlA(Vpge A)(pAhzlqgAx)}.

The Boolean domain 1 (A) of A C 2 is defined as 1L (A) = \/ S(A).
Also, put U (z1,...,2,):=1(A) whenever A = {z1,...,z,}. It is easily
seen from 1.12.A.13 that 1l (A) { A and pA 1L (A) b gA 1L(A) for all
p,q € A (cp. [326, §2] and [382, Proposition 4 and Corollary 1]).

1.12.B. Intuitionistic Set Theory

In this section we present an intuitionistic set theory ZF; based on
intuitionistic logic IL.

1.12.B.1. Intuitionistic predicate calculus IL is a formal deductive
system with a set of logical axioms and a set of rules of deduction. The
logical axioms are the same as the classical excluding the axiom scheme
1.1.6 (12). Thus, the logical axioms of IL comprise the axioms schemes
1.1.6 (1-11) and the following axiom schemes: if ¢(z) is a formula and ¢
is a term then we have (Vz) ¢ — ¢(t) and ¢(t) — (Fz) ¢.

We only have the three rules of the predicate calculus: modus ponens
and the two quantification laws:

(MP) If ¢ and ¢ — 1) are theorems of CL then % is a theorem of CL
too.

(V) If z is not free in ¢ then ¢ — v implies that ¢ — (Vz) ).
(3) If z is not free in ¢ then ¢ — 1 implies that (Fz) p — .

By definition, all theorems of IL are theorems of CL. The converse
is obviously false: the CL-theorems —(—¢) — ¢ and (—¢) V =(— ) are
not theorems of IL. But ¢ — = (= ¢) and ==(¢ V =) are IL-theorems.
Note that neither of the logical connectives V, A, and — can be expressed
through the others in IL.

1.12.B.2. The system ZF7 of intuitionistic set theory is the first order
theory with the nonlogical symbols €, =, E, where E is a predicate
symbol with one argument place and Exz := x € E is interpreted as
“z exists.”
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There are two groups of nonlogical axioms: the equality axioms and
the ZF type axioms. First, we present the four equality axioms:

u = u,
u=v—v=u,
w=1v A pu) > p(o),
(EuVEV 5 u=v) > u=wo.

1.12.B.3. To formulate the ZF type nonlogical axioms, we use the
notation V... and ... to abbreviate Va (Ex — ...) and Jz (ExA...),
respectively.

Extension: Vz (z € u < z € v) A (Eu < Ev) = u = v.

Pair: 3zVz (zezoz=uVe=u).

Union: JvVz (z€v+ Jycu (zey)).

Power: JvVx (x€v xCu).

Infinity: 3v Bz cvAVz cvIycv (z €y)).

Separation: JvVz (x €v e x € uA o(z)).

Foundation: Yz (Vy € zp(y) — ¢(x)) = YV ().

Replacement: 3v (V& € udyp(z,y) = Ve € udy € vo(z,y)).
~ To the end of this section, we write Vz and 3z instead of Vz and
Jx, since Vz and 3z always appear in the form Vz and Jz.

1.12.B.4. A model of a theory consists of a universe M, a set (2
of truth values, a function & : M — {2, and a function [-] that assigns
some truth value Jp(z1,...,2,)] € Q to each sentence p(u1,...,uy)
and all z1,...,z € M. We say that (Q,M,&,[-]) is a model of ZFq,
if the operations A, V, A, \/, =, and (-)*, corresponding to the logical
operations A, V, V, 3, —, and -, are defined on §2 and satisfy the following
conditions for all sentences ¢, 1 and an arbitrary formula ¢(u) with one
variable:

(1) {[¢] : ¢ is a sentence} = Q;
(2) [e nv] =[] A I
(3) [e vyl =[e] v [¥I;
(4) [-¢l = [¥]
(5) Yz o(z)
(6) [Fzo(2)

*.
)

Necrt(Ex = [p(2)]);

I
[ = Vaen (&2 A lp(@)]);
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(7) Iy = 1 = [#l = [¥];

(8) if - ¢ — 9 then [p] = [¢]*.

It is easy to see that if (Q,M,&,[-]) is a model of ZFy then  is
a Heyting algebra. Conversely, if €2 is a complete Heyting algebra then
we can define a universe M and function [-] such that (Q,M,[]) is
a model of ZF7, as follows.

1.12.B.5. Let V be a standard universe of ZFC. Define \/((XQ) CV for
all @ € Ord by transfinite induction. Assume that \/g)) is defined already

for f < a and each element u of \/EBQ) is of the form (D(u), |u], &u),

where D(u) C WEYQ) for some v < (3, |u] is a function of D(u) into
and &u € Q. For convenience we write u(z) instead of |u|(z). Now we

define \/,(JQ) by

VO — {u = (D(u), |u],6u) : (3B < a)(D(u) C \//(Bﬂ))

lu] : D(u) = QAEuE QA € D(u) (u(z) < guw’x)}.

Finally, we define the Heyting valued universe as

v = | ] v
a€On

1.12.B.6. The Heyting truth value [¢] is defined by induction on the
number of logical symbols in ¢. An atomic sentence over V() is of the
from u = v, u € v or Eu, where u,v € V. Now, [u = v] and [u € v]
are defined by recursion as follows (cp. 1.1.8 and 1.2.4):

[u=0]
A @) =ed)n A (o) = [y € ul) A (Eu o Ev),
z€D(u) yeD(v)
[uevl="\ @) Alu=y),
yeD(v)
[Eu] = &u.

Note that for all € D(u) and y € D(v) we have

max(rank(x), rank(y)) < max(rank(u), rank(v)).
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Hence,
[zcvl= "\ (o) Alx=2]),
yeD(v)
[u=yl= A\ (u@)=lzeyl)r N\ @) =[tecul)A(fuséy)
z€D(v) teD(v)

are defined at an earlier stage.
For a sentence with logical symbols [ -] is defined as in 1.2.3:

[ A 9] = [Pl A T¥],

e vyl =[e] Vv I[¥],
[ = 9] = [¢] = [¥I,
[-¢] =[] = 0 = [¢]",
Bre@)] =\ &xnle@)],

zeV(©)

[Map@]= A (2= [o)]).

zeV(®)

1.12.B.7. IfQ is a complete Heyting algebra then (Q,V(?) & [-]),
defined above, is a model of ZF;.

< See [149, 150, 386]. >
1.12.C. Quantum Set Theory

1.12.C.1. Quantum predicate calculus QL is a formal deductive sys-
tem, and so it defined as a language consisting of propositions and con-
nectives and the axioms and a rule of inference. Just as classical proposi-
tional calculus bases on Boolean algebras, quantum propositional calcu-
lus bases on orthomodular lattices. We will avoid going into the details
of the quantum propositional calculus. The interested reader is referred
to [188, 336].

1.12.C.2. The system ZFq of quantum set theory is the first order
theory with the nonlogical symbols €, =, V, where V := V (g, ..., 2,) is
an n-ary predicate symbol for all n = 2,3, ... interpreted as “xg, ..., %,
are compatible.” The implication can be defined as the Sasaki hook:
© = :=-9V (p Av). Consider the equality axioms:

(1) u=u.

2Qu=v—->v=u.
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3) V(u,v, W) ANu=v Auev—u €.
4) V(u,v,uYANuevAhv=v s uecv.
(5) V(u,v,w) Nu=vAv=w—u=w.

1.12.C.3. Consider the special axioms of quantum set theory.
(1) Aziom of Pair:

(v, 0) (V. (u,v)
= (@z) (V(wv,2) AVy(yex o y=uVy :v))).
(2) Aziom of Union:
() (v () > (@) ¥ (w,0) A (V2) (V. (2,0)
S(reve @ycu)(ze y))))).
(3) Awiom of Powerset:
(V) (L) = (F0) ¥ (w,0) A (V)
 (u,0,t) > (tev e Vo et)(z e u))))).
(4) Awiom of Replacement:
(vu) (Ve € u) By) pla,y) — (Bv) (Fo € w) (Fy € v) p(w,) ).
(5) Aziom of Foundation:
(V) (V) A (o € w)(@ € w) - (Fo € u) (Yy € 2)~(y € ).
(6) Aziom of Infinity:
(@ew)ANNVzxew") (zU{z} ew).
(7) Aziom of Choice:
(vu) (¥ () = @0) (Y () A (Ve )

(Byea)@zeu)(yez)—» (Alyeca)(ye v))))
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1.12.C.4. Let 2 be a quantum logic. Given an ordinal «, put

V(2 — {u : D(u) > 2 and YD(u) C U W(B’@)}.

B<a

(2) is defined as

V& = | ) v,
a€On

The Z-valued universe V

For every u € V(?), the rank of u, denoted by rank(u), is the least «
such that u € V2. Clearly, if u € P(v) then rank(u) < rank(v).

1.12.C.5. Given u € V()| define the support of u, denoted by L (u),
by transfinite recursion on the rank of u:

L(u):= U L(z) U {u(z): =€ Z(u)}.

€D (u)

For A ¢ V(® we write L(A) := Uuea L(u) and define the Boolean
domain V(A) of A by the formula V(A) :=11(A). We also put

L(uty ... un) = L{u,. .., un}),
V(ug, .. un) = V{ur,...,un})

for all uy,...,u, € V(2),

Put z = y:= a1 Vv (z Ay) for all z,y € 2. Define the 2-valued
truth values for the atomic formulas Ju = v] € 2 and [u € v] € £ with
u,v € V() as follows (cp. 1.2.4):

[u=vl:=" A (u@)=>[zcohr A () =[yeul),

€D (u) yED(v)
[uev):= \/ @) A=yl
yeD(v)

1.12.C.7. To each statement ¢ of ZFC we assign the 2-valued truth
value [¢] just as in 1.2.3 with the only difference that [-¢] = [#]* is
taken instead of [~ ¢] = [¢]* and the following additional rule is included

IV (zo,.. yzn)] =V (ugy... tupn) (Ugy...,un € W(g)).
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1.12.C.8. We say that ¢ holds within V(2) and write V() = o,
whenever [p] = 1. The axioms of equality 1.12.C.2 hold within V()
(cp. [382, Theorem 1] and [326, Theorem 3.3]). At the same time the
classical axioms of transitivity 1.1.4(3) and substitution 1.1.4(4) fail
within V() (cp. [382, pp. 313, 314]).

1.12.C.9. Given v € V, define v € V@ ¢ V(2 by putting Z(v):=
{z" : z € v} and v"(z") =1 (z € v). Then, for every bounded formula
o(x1,...,2,) of ZFC and all uq,...,u, €V, we have

Vi o) <= V) p(ud, . ug).

The following two results were obtained under the assumption that
2 = P(M), where # is a von Neumann algebra (cp. 1.12.A.10).

1.12.C.10. All axioms 1.12.C.3 (1-7) are true within the universe
V(@) je., V?) = ZFq.

< See [382, pp. 315-321]. >

1.12.C.11. Transfer Principle. Given a bounded formula
o(x1,...,2,) of ZFC and uy, ..., u, € V2, the implication holds

ZFCF p(z1,...,2,) = V(=) EV(u,...,up) = o(u1,...,up).

< See [326, Theorem 4.6]. >

1.13. COMMENTS

1.13.1. (1) The first system of axioms for set theory, existing along-
side the Russell type theory and suggested by Zermelo in 1908, coincides
essentially with the collection of 1.1.7 (1-4, 6) in which the axiom schema
of replacement is replaced by the two of its consequences: the aziom of
separation—(Vz)(y)(Vz)(z € y < (z € z) A ¢(z)) where ¢ is a for-
mula of ZF and the aziom of pairing—(Vz)(Vy)(F2)(Vu)(u € z > (u =
zVu =y)). The axioms of extensionality 1.1.7 (1) and union 1.1.7 (2)
had been previously proposed by Frege in 1883 and Cantor in 1899. The
idea of the axiom of infinity 1.1.7 (6) stems from Dedekind.

(2) Zermelo set theory appeared in the beginning of the 1920s. It
terminated the important stage of formalizing the language of set the-
ory which eliminated the ambiguous descriptions of the tricks for distin-
guishing sets. But Zermelo’s axioms did not make it possible to allow
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for the heuristic view of Cantor which asserts that the one-to-one im-
age of a set is a set too. This shortcoming was eliminated by Fraenkel
in 1922 and Skolem in 1923 who suggested versions of the axiom schema
of replacement 1.1.7 (4). These achievements may be considered as the
birth of ZFC.

(3) The axiom of foundation 1.1.7 (5) was propounded by Gddel and
Bernays in 1941. It replaces the axiom of regularity which was proposed
by von Neumann in 1925. The axiom of foundation is independent of
the rest of the axioms of ZFC.

(4) The axiom of choice AC 1.1.7(7) seems to have been used im-
plicitly since long ago (for instance, Cantor used it in 1887 while proving
that each infinite set includes a countable subset), whereas it was distin-
guished by Peano in 1890 and by B. Levi in 1902. The axiom of choice
had been propounded by Zermelo in 1904 and remained most disputable
and topical for quite a few decades. But the progress of “concrete”
mathematics has showed that the possibility of virtual choice is per-
ceived as an obvious and indispensable part of many valuable fragments
of modern mathematics. There is no wonder that the axiom of choice
is accepted by most of scientists. The discussion of the place and role
of the axiom of choice in various areas of mathematics can be found in
Godel [145], Jech [184], Cohen [92], Lévy [279], and Fraenkel, Bar-Hillel,
and Lévy [120].

(5) The concept of continuum belongs to the most important gen-
eral tools of science. The mathematical views of the continuum relate
to the understanding of a straight line in geometry and time and time-
dependent processes in physics. The set-theoretic stance revealed a new
enigma of the continuum. Cantor demonstrated that the set of the nat-
urals is not equipollent with the simplest mathematical continuum, the
real axis. This gave an immediate rise to the problem of the continuum
which consists in determining the cardinalities of the intermediate sets
between the naturals and the reals. The continuum hypothesis reads
that the intermediate subsets yield no new cardinalities.

1.13.2 (1) Boolean valued models were invented for research into
the foundations of mathematics. Many delicate properties of the ob-
jects of V(B) depend essentially on the structure of the initial Boolean
algebra B. The diversity of opportunities together with a great stock of
information on particular Boolean algebras ranks Boolean valued mod-
els among the most powerful tools of foundational studies; see Bell [43],
Jech [184], and Takeuti and Zaring [388].
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(2) Boolean valued analysis stems from the brilliant results of Godel
and Cohen who demonstrated the independence of the continuum hy-
pothesis from the axioms of ZFC. Godel proved the consistency of the
continuum hypothesis with the axioms of ZFC by inventing the universe
of constructible sets [145]. Cohen [92] demonstrated the consistency
of the negation of the continuum hypothesis with the axioms of ZFC
by forcing, the new method he invented for changing the properties of
available or hypothetical models of set theory. Boolean valued models
made Cohen’s difficult result simple demonstrating to the working math-
ematician the independence of the continuum hypothesis with the same
visuality as the Poincaré model for non-Euclidean geometry. Those who
get acquaintance with this technique are inclined to follow Cohen [92]
and view the continuum hypothesis as “obviously false.”

(3) The book [344] by Rasiowa and Sikorski is devoted to the ba-
sics of Boolean valued models for the predicate calculus. The ideas
of using Boolean valued models for simplifying the method of forc-
ing by Cohen had independently been suggested by Solovay [369] and
Vopénka [400, 401] in 1965. Somewhat later Scott and Solovay, as well
as Vopénka in the research of his own, draw the conclusion that the
topics of forcing should be addressed within the objects of a Boolean
valued universe from the very beginning. The Boolean valued models
whose construction was not considered as adverse by the majority of the
“traditional” mathematicians have gained much popularity after it was
revealed that they allow for deriving the same results as the method of
forcing.

(4) The Boolean valued universe V(B) is used for proving relative
consistency of some set theoretic propositions by the following scheme:
Assume that the theories 7 and .7’ are some enrichments of ZF such
that the consistency of ZF entails the consistency of &’. Assume further
that we can define B so that 7’ = “B is a complete Boolean algebra”
and 7' = [¢]® = 1 for every axiom ¢ of 7. Then the consistency of
ZF will imply the consistency .7 (cp. Bell [43]).

1.13.3. (1) We now exhibit another interesting Boolean valued model
of set theory. Let G be a subgroup of the automorphism group of a com-
plete Boolean algebra B, and let I be a filter of subgroups of Gj i.e., I is
a nonempty set of subgroups of GG such that H, K € I" implies HNK € T’
while H € I' and H C K imply K €T for all subgroups H and K of G.
Say that T is a normal filter if g € G and H € T imply gHg~! € I. Each
g € G induces the automorphism g* of V(®) which is in 1.3.1. The sta-
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bilizer stab(z) of € V(B) is defined as stab(z):= {g € G : ¢g*(z) = z}.
It is easy from 1.3.2 that stab(z) is a subgroup of G. We define the sets
VI recursively as follows:

VD= {2 : Funct(z) A (36) (8 < a Adom(z) C VFBB)
Aim(z) C B) Astab(z) € T'}.

Put VI := {2 : (3a € On)z € \/&F)} and define Boolean truth values
by [z € y]T) = [z € y]®), and [z = y]D) = [z = y]® for z,y € VI,
Define [¢] € B as in 1.2.3 and 1.2.4.

(2) Scott established that all axioms and so all theorems of ZF are
true in VI); see Bell [43, Theorem 3.19]. Scott succeeded in choosing
B, G, and T in such a way that V(I) = —=AC. Then it follows that the
consistency of ZF implies the consistency of ZF +—AC. So the model
V() is effective in proving consistency. It seems reasonable to suppose
that these models will be useful in Boolean valued analysis, but we are
unaware of any applications of the sort yet.

1.13.4. (1) Scott established the maximum and transfer principles
of Section 1.4 together with many other properties of Boolean valued
models. He also gave the schematic exposition of the models. But the
manuscript of 1967 remained unpublished although it was rather widely
used by specialists. The literature on Boolean valued models has refer-
ences to the nonexistent paper by Scott and Solovay which was intended
to be an extension of the Scott manuscript. These and other details of
the creation and development of the theory of Boolean valued models
are disclosed in Scott’s introduction to Bell’s book [43]

(2) The restricted transfer principle is often referred to as as the
Boolean valued version of absoluteness of bounded formulas; see [184,
Lemma 14.21]

1.13.5, 1.13.6. (1) Various versions of the tricks of Sections 1.5
and 1.6 are common for studying Boolean valued models. In Kus-
raev [218, 222] and Kutateladze [267, 268] they appeared as the technique
of descents and ascents which proved to be convenient in applications to
analysis (cp. Kusraev and Kutateladze [244, 245, 246, 248]). The termi-
nology of “descents and ascents” was suggested by Kutateladze [267, 268]
in memory of Escher (whose life and achievements are reflected, for in-
stance, by Locher [285] and Hofstedter [172]). The arrow cancellation
rules in 1.6.6 are also called Escher rules.
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(2) The same symbols | and 1 are used for various operators having
the same nature. Therefore, the records like 2°| and X1 can be prop-
erly understood only with extra information about the object that is
ascended to or descended from a Boolean valued universe. The situation
here is pretty similar to that with using the plus sign for recording com-
pletely different group operations: addition of numbers, vectors, linear
operators, etc. The precise meaning is always reconstructible from the
context. We use the symbols T and | by analogy.

1.13.7. Boolean valued interpretations have a long history. It seems
that the first Boolean valued model (for the theory of types) was sug-
gested by Church in 1951. Since then many authors have considered
Boolean valued models for first order propositions and theories; for in-
stance, Halmos, Mostowski, and Tarski. But it was Rasiowa and Sikorski
who advanced the technique substantially; cp. [344]. In regard to the
theory of algebraic systems look at the definitive monograph by Maltsev
[304].

1.13.8. The descent and embedding of an algebraic B-system to
a Boolean valued model were accomplished in the articles by Kusraev
[218] and Kutateladze [267] on using the method of Solovay and Tennen-
baum [370] which they applied to proving Theorem 1.10.4. The descents
of various particular algebraic systems were performed by many authors.
Part of these results is collected in the books [248, 249] by Kusraev and
Kutateladze.

1.13.9. (1) A Boolean algebra is said to satisfy the countable chain
condition if its every disjoint family of nonzero elements is at most count-
able. If the complete Boolean algebra B satisfies the countable chain
condition, then cardinals in V retain their true size in V(B); ie., o € V is
a cardinal if and only if o” is a cardinal within V(®) and, consequently
a” = |a’|; see Bell [43, Theorem 1.51]. Clearly, if B does not satisfy this
condition, then it becomes possible for two infinite cardinals > < A have
the coinciding standard names »* and A*. More precisely, for infinite
cardinals » < A there exists a complete Boolean algebra B such that
V() = |52%| = |A\*|. In this event we say that A has been collapsed to »
in V(B): see Bell [43, Theorem 5.1, Corollary 5.2, and 5.4].

(2) A Boolean algebra B is said to be (s, A)-distributive if for every
family (ba,8)a<s,8<r in B we have

A Voas=V A bas:

a<lx B PENT <l
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It can be shown that (s, A)-distributivity of B is equivalent to the relation
V(B = (A*)" = (A\*)*"; see Bell [43, 2.14]. The monographs [43] by Bell
and [184] by Jech are excellent sources of the facts concerning Boolean
valued cardinals.

1.13.10. (1) Let B and D be Boolean algebras and let B® D be their
free product. That is, B ® D is isomorphic to the Boolean algebra of
clopen sets of the Cartesian product of the Stone spaces of B and D;
see Koppelberg [204, Subsection 11.1]. Denote by B&D the Dedekind
completion of B® D; see Koppelberg [204, Section 4.3]. Given a Boolean
algebra B and an element 2 € V(®) satisfying V(B) |= 2 is the Dedekind
completion of the Boolean algebra D",” the Boolean algebras 2| and
B®D are isomorphic (see Solovay and Tennenbaum [370]).

(2) The results by Solovay and Tennenbaum [370] (Theorems 1.10.2—
1.10.4) can serve as a basis for iterating the construction of a Boolean
valued model. Assume that 2 € V() and V) | “@ is a complete
Boolean algebra.” Using the scheme of Section 1.3 we can construct
within V(B) a few V(B)_classes: the Boolean valued universe (V(®))(#)
the corresponding Boolean truth values [- = -]? and [- € -]? together
with the canonical embedding (-)" of the universal class Ug to (V(®))P.
Put D:= 2|, W) := (VEN@) | . = . [P:=([. = -]?), ] € -[P:=
([- € -17){, and 7:= (-)*]. Assume that + : B — D is the canonical
isomorphism, and +* : V() — V(P) ig the corresponding injection (see
Section 1.3). Then there is a unique bijection h : V(®) — W(P) such that
[z = y]P = |h(z) = h(y)]|P and [z € y|P = [h(x) € h(y)|P for all z and
y € V(®)_ In this event the diagram commutes:

v(B)

(D) WD)
h

See details in Solovay and Tennenbaum [370].

(3) Further iterations of the above construction lead to a transfinite
collection of Boolean valued enrichments. This approach leads to the
iterated forcing which was used for instance in establishing the relative
consistency of the Suslin hypothesis and ZFC which was done in Solovay
and Tennenbaum [370].
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1.13.11. (1) The Sandwich and Hahn-Banach Theorems for Boolean
homomorphisms (i.e. Theorems 1.11.5 and 1.11.6) were obtained by
Monteiro [313] who used another method. Some analogous results for
distributive lattices were demonstrated by Cignoli [91]. The proofs in
Section 1.11 show that the results about extension of Boolean homo-
morphisms are simply the existence theorem of a nontrivial ultrafilter
modulo translation into a Boolean valued model. For instance, Theorem
1.11.4 is a Boolean valued interpretation of the Stone Theorem: If an
ideal I and a filter F' are disjoint in a Boolean algebra, then there is
a maximal ideal .¢ including I and disjoint from F as well as there is
an ultrafilter .7 including F' and disjoint from I.

1.13.12. (1) The system ZF; of intuitionistic set theory and con-
struction of a Heyting valued model V() within the theory, as presented
in 1.12.C, are due to Grayson [149, 150]. Takeuti and Titani in [386],
using Grayson’s ZFi, extended the Solovay and Tennenbaum’s results
on iterated Cohen extensions in [370] to Heyting valued universes. More
precisely, a complete Heyting algebra 2 and the corresponding Heyting
valued universe V(®) are considered in a universe V(?) with Q' another
complete Heyting algebra. For more detail on complete Heyting alge-
bras, refer to Fourman and Scott [119] in which some related subjects
are also discussed.

(2) Let 2 = {0, 1} be the complete least subalgebra of a complete
Heyting algebra Q. Just as in 1.4.4 and 1.4.5 the universe V is equivalent
to V@ < V(@ 5o that V is embedded in V¢ as a submodel. But the
copy V= {z" : © € V} of V is not expressible in the language of ZF
on V) since the concepts expressible in the language of ZF; on V()
are local, whereas V is a global concept. In Takeuti and Titani [387]
a modification of ZF, the global intuitionistic set theory GIZF in which
the global concepts are expressible, are presented.

(3) The idea of quantum logic stems from von Neumann’s 1932 book
on the mathematical foundations of quantum mechanics. In [394, p. 253]
he wrote: “As can be seen, the relation between the properties of a phys-
ical system on the one hand, and the projections on the other, makes
possible a sort of logical calculus with these.” A systematic attempt to
propose a “propositional calculus” for quantum logic was made in the
seminal joint paper [59] by Birkhoff and von Neumann which marked
the birth of quantum logic. As regads the history and the main ideas
of quantum logic, see Dalla Chiara, Giuntini, and Rédei [102] as well as
Foulis, Greechie, Dalla Chiara, and Giuntini [118]. The mathematical
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and logical investigation of various aspects of quantum mechanics is the
topic of the Handbook of Quantum Logic and Quantum Structures edited
by Engesser, Gabbay, and Lehmann [115]; see also Piron [336] and Ptak
and Pulmannova [339).

(4) Quantum set theory was introduced by Takeuti in [382] as the
quantum counterpart of Boolean valued set theory. In [382, p. 303] he
wrote: “Since quantum logic is an intrinsic logic, i.e. the logic of the
quantum world (cp. Birkhoff and von Neumann [59]), it is an important
problem to develop mathematics based on quantum logic, more specifi-
cally set theory based on quantum logic. It is also a challenging problem
for logicians since quantum logic is drastically different from the classical
logic or the intuitionistic logic and consequently mathematics based on
quantum logic is extremely difficult. On the other hand, mathematics
based on quantum logic has a very rich mathematical content.”

(5) In [390] Titani presented the lattice valued logic and lattice val-
ued set theory by introducing the basic implication. The completeness
of the lattice valued logic was proved in Takano [378]. For an arbitrary
complete lattice L, the L-valued universe V(1 is a model of lattice valued
set theory based on the lattice valued logic.

(6) The possibilities are open for defining implication in the quan-
tum logics that satisfy the order known as the Birkhoff-von Neumann
requirement (cp. Pavi¢ié and Megill [334]):

T = y:=z(z Ay) (Sasaki);

z=y:=yV (z+ Ay’) (Dishkant);

r=y:=((z- Ay)V(zt Ayt)) VvV (zA(zt Vy))) (Kalmbach);

r=y:=(((xAy)V (zPerp Ay)) V ((z1(z Vy) Ayt))) (nontollens);

r=y:=(((zAy)V(zt Ay)) V(21 Ay)) (relevance).

In a Boolean algebra, all reduce to the classical implication z = y:=
(zt V).

(7) An ortholattice L is called weakly orthomodular provided that
r=y=1= z =y and L is called a weakly distributive ortholattice
whenever (r = y)V(z=yt) = (zAyt) Vet Ay) vV (et Ayt) =1
for all z,y € Q, where z = y:= (z Ay) V (z+ Ayt). There exist weakly
distributive ortholattices that are not orthomodular and therefore not
distributive, weakly orthomodular ortholattices that are not orthomod-
ular, ortholattices that are neither weakly orthomodular nor weakly dis-
tributive, and weakly orthomodular ortholattices that are not weakly
distributive (cp. Pavi¢ié¢ and Megill [332, 333]).
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(8) Surprisingly, the quantum propositional calculuses and the clas-
sical propositional calculuses are noncategorical. Recall that a formal
system is called categorical and if all its models are isomorphic with
one another. More precisely, quantum logic can be modeled by an or-
thomodular lattice as well as a weakly orthomodular lattice, and the
classical logic can be modeled by a Boolean algebra as well as a weakly
distributive lattice (cp. Pavi¢ié and Megill [333]).



CHAPTER 2

BOOLEAN VALUED NUMBERS

Boolean valued analysis stems from the fact that the image of the re-
als in each Boolean valued model presents a universally complete vector
lattice. Therefore, the theorems about real numbers can be “external-
ized” by transfer so as to yield results about universally complete vector
lattices. Depending on which Boolean algebra B (the algebra of mea-
surable sets, regular open sets, or projections in a Hilbert space, etc.)
forms the base for constructing the Boolean valued model V(B) | we obtain
various vector lattices (the spaces of measurable functions, continuous
functions, selfadjoint operators, etc.). Thereby the remarkable opportu-
nity opens up to expand the treasure-trove of knowledge about the reals
to a profusion of classical objects of analysis.

In this chapter we show that the most important structure properties
of Dedekind complete vector lattices such as representation as function
spaces, the Freudenthal Spectral Theorem, functional calculus, etc. are
some translations of the properties of the reals in an appropriate Boolean
valued model.

As in Chapter 1, to simplify the simultaneous work with two uni-
verses, we agree to some extra pedantry in notation. Denoting implica-
tion and equivalence in the sequel, we will use => and <= outside V()
and — and < inside V(®) while = and < we reserve for the Boolean
operations: z = y:=2*Vy and z < y:= (x = y) A (y = ).

Throughout the sequel N, Z, @, R, and C symbolize the naturals, the
integers, the rationals, the reals, and the complexes.

2.1. VECTOR LATTICES

In this section we give some preliminaries to the theory of vector
lattices; a more explicit exposition can be found elsewhere (cp. Ak-
ilov and Kutateladze [22], Kusraev [228], Luxemburg and Zaanen [297],
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Meyer-Nieberg [311], Schaefer [356], Schwarz [361], Vulikh [403], and
Zaanen [427]).

2.1.1. Let F be a linearly ordered field. An ordered vector space
over [ is a pair (X, <), where X is a vector space over F and < is an
order on X satisfying the conditions:

(Difz<yandu<vthenz+u<y+wforal z,y,u,v € X;

(2)ifr<ythen Az < Ayforallz,y e X and0< A eF.

Informally speaking, we can “sum inequalities in X and multiply
them by positive members of F.” This circumstance is worded as follows:
< is an order compatible with the vector space structure or, briefly, <
is a wvector order.

2.1.2. The subset X1 := {z € X : = > 0} of an ordered vector
space X is called the positive cone of X. The elements of X are called
positive. The positive cone X, of an ordered vector space X has the
properties:

X++X+CX+, )\X+CX+ (OSAE[F), X+0—X+:{O}

Moreover, if X, is a subset of a vector space X over [ satisfying the
above properties, then X transforms into an ordered vector space over
F by letting

r<y<=y—z€Xy (z,yeX).

2.1.3. A vector lattice is an ordered vector space that is also a lattice.
Thereby each finite set {x1,...,2,} C X of a vector lattice has the join
or the least upper bound sup{z1,...,z,}:=x1 V---Vx, as well as the
meet or the greatest lower bound inf{zq,...,z,}:= 21 A -+ Az,. In
particular, each element x of a vector lattice has the positive part ™+ :=
x V 0, the negative part x~:= (—z)T:= —z A 0, and the modulus |z|:=
zV (—z).

A vector lattice X is called Archimedean if for every pair of elements
z,y € X from (Vn € N) nz < y it follows that < 0. In the sequel, all
ordered vector spaces are assumed to be Archimedean.

2.1.4. Let X be a vector lattice. If z,y,z € X then the following
hold:

WMzx=zt—z, |z|=2T+2" =T Va2 .

2)z<y<~= (z" <yTandy <z7).
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@) zvy=sz@+ytle—yl) zry=3z@+y—|z—yl).

(@) lel vyl = Sz + 1 + e — 9l), Jel Alyl = Sz + ] — o — 9.
B)z+ty=zVytzAy, [x—yl=axzVy—xAy.
B)rz+yVz=(z+y)V(e+z), c+yrz=(z+y) A(z+2).
(N z,y,ze€eXy = (z+y)Az<(zA2)+ (YA 2).
®)|lz—yl=|lzVvz—yVz|+lzAz—z Az

2.1.5. Let (zo) and (y,) be families in X for which sup(z,) and
inf(y,) exist. Then the infinite distributive laws are valid (z € X):

(1) z Asupy(xq) = sup, (2 A xo), 2V infe(ye) = infa(zV ya).
Moreover, for every z € X we have the following:

(2) 2+ supy(za) = supy (2 + Za);

(3) z +inf, (yo) = info(z + ya);

(4) sup,(zq) = —inf,(—z4).

2.1.6. An order interval in X is a set of the form [a,b]:= {z € X :

a < x < b}, where a,b € X. In a vector lattice we have the very useful
Riesz decomposition property:

(1) [0,:E + y} = [0,$] + [an] (x7y € X+)
Note the two corollaries of (1):
(2) (@14 Fa) Ay<SzAy+- + o AY (Tr,y € Xi);

(8) Ifzp,; € X4+ (K <n, I <m)and J is the set of all functions from
{1,...,n} to {1,...,m}, then

m

n
/\ Zwk,z < me(l) N Ny j(n)-
k=1 i=1

JjeJ

2.1.7. Two elements z,y € X are called disjoint if |x| A |y| = 0. The
disjointness of z and y is denoted by z L y. Say that two subsets M
and N of X are disjoint and write M 1L N if x 1L y for all x € M and

y € N. The properties of disjointness are easy from 2.1.4:

zly=lzt+yl=lz—yl = lz|VIyl = |z +[yl;
et La7; (z—zAy) L(y—zAy);
zly=lz+yl=lz|+]y],
@+y) "=zt +y", (@+y) =27 +y .
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The disjoint complement M=+ of M C X, M # @, is defined as
M*t:={zreX: (VYye M)z Ly}
Put M++:= (M=*)*. The disjoint complement has the properties:
Mc M, M*:=M"t Mt oMY= {0}

2.1.8. A nonempty set K in X meeting the identity K = K+ is
called a band (a component in the Russian literature) of X. Every band
of the form {z}** with z € X is called principal.

The inclusion-ordered set of all bands of X is denoted by B(X) and
presents a complete Boolean algebra. The Boolean operations on B(X)
take the shape:

LAK=LNK, LVK=(LUK)*, L*=L* (L,KcB(X)).

Let w € Xy and e A (u —e) = 0 for some 0 < e € X. Then e is said
to be a component or a fragment of w.

The set C(u) of all components of u with the order induced by X
is a Boolean algebra. The lattice operations in C(u) are taken from X,
while the Boolean complement has the form e*:= u — e (e € C(u)). If
an order unit 1 is fixed in X then the notation C(X):= C(X,1):= C(1)
is also in use.

2.1.9. A band B in a vector lattice X is said to be a projection band
if X = B@ B'. It can easily be seen that B is a projection band if
and only if B is an order ideal and for every € X the supremum of
B, N[0, z] exists in X and belongs to B. The projection from X onto B
along B~ is called a band projection or an order projection and denoted
by [B] or Pg. A linear operator P : X — X is a band projection if and
only if P2 = P and 0 < Pz < z for all z € X . Moreover,

[Blz:= sup(B4 N[0, z]) (z € Xy),
[Blz:= [B]z" — [Blz~ (z € X).

(1) The set P(X) of all band projections ordered by m < p <
wop =7 is a Boolean algebra. The Boolean operations on P(X) take
the shape

TAp=mop, TVp=mwm+p—mop, 7w =Ix—7 (mpéecP(X)).
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The band projection onto a principal band is called principal.
(2) The principal projection m, := [u]:= [ut"]
be calculated by the rule simpler than that above:

, where 0<u€ X, can

T = sup{x A (nu) : n € N}.

A vector lattice X is said to have the projection property (princi-
pal projection property) if each band (each principal band) in B(X) is
a projection band.

2.1.10. (1) A linear subspace J of a vector lattice X is called an
order ideal or o-ideal (or, finally, just an ideal, when it is clear from the
context what is meant) if the inequality |z| < |y| implies z € J for all
x € X and y € J. Each order ideal of a vector lattice is a vector lattice.
If an ideal J possesses the additional property J-+ = X (or, which is
the same, J- = {0}) then J is referred to as an order dense ideal of X
(the term “foundation” is also used in the Russian literature).

(2) A vector sublattice is a vector subspace Xy C X such that z Ay,
xVy € X for all x,y € Xy. We say that a sublattice Xy is order dense
or minorizing if, for every 0 # z € X, there exists zg € X satisfying
0 < zp < . We say that X is a majorizing or massive sublattice if,
for every x € X, there exists xy € Xy such that z < zg. Thus, X
is a minorizing or a majorizing sublattice if and only if X, \ {0} =
X+ + X0, \ {0} or X = X, + X, respectively.

(3) A set in X is called (order) bounded (or o-bounded) if it is in-
cluded in some order interval. The o-ideal generated by the element
0 < u e X is the set X (u):= U,—,[—nu,nuj; clearly, X (u) is the least
o-ideal in X containing w.

If X(u) = X then we say that u is a strong unit or strong order
unit. If X (u)*+ = X then we say that u is an order unit or weak order
ungt. It is evident that an element v € X is an order unit if and only if
{u}*+ = X; i.e., if there is X no nonzero element in X disjoint from w.
Recall that the term unit is often replaced with unity by tradition. This
leads to no confusion.

(4) An element z > 0 of a vector lattice is called discrete if [0, z] =
[0,1]x; ie., if 0 < y < x implies y = Az for some 0 < A < 1. A vector
lattice X is called discrete or atomic if, for every 0 # y € X, there
exists a discrete element x € X such that 0 < x < y. If X lacks nonzero
discrete elements then X is said to be continuous or diffuse.
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2.1.11. A vector lattice X is said to be Dedekind complete or or-
der complete whenever each nonempty upper bounded subset of X has
the least upper bound (or, equivalently, whenever each nonempty lower
bounded subset of X has the greatest lower bound).

If, in a vector lattice X, the least upper bounds (or equivalently the
greatest lower bounds) exist only for countable bounded sets, then X is
called Dedekind o-complete or order o-complete. A Dedekind complete
vector lattice and a Dedekind o-complete vector lattice are frequently
referred to in the Russian literature as K-space (= Kantorovich space)
and a K,-space, respectively.

2.1.12. Let X be a Dedekind complete vector lattice. Then X has
the projection property and the mapping B — [B] is an isomorphism
of the Boolean algebras B(X) and P(X). If there is an order unit 1 in
X then the mappings P — P(1) from P(X) in C(X) and e — {e}*+
from C(X) in B(X) are isomorphisms of Boolean algebras, too.

2.1.13. Recall that a vector lattice is called laterally complete when-
ever each disjoint set positive vectors in it has a supremum. A vector
lattice that is at the same time laterally complete and Dedekind complete
is referred to as a universally complete vector lattice.

A linear operator T : X — Y is a lattice homomorphism provided
that T preserves the joins and meets of nonempty finite sets.

If X is an Archimedean vector lattice then there exists a unique (up
to lattice isomorphism) universally complete vector lattice X* (called
the universal completion of X) such that X is lattice isomorphic to an
order dense sublattice of X¥. Identifying X with its copy in X¥, we have
the vector sublattice inclusion X C X" with X order dense in X“. In
particular, the Dedekind completion X° of X can be identified with the
ideal generated by X in X", and so we have the lattice isomorphisms
X c X' C X¥ with X° order dense in X".

2.2. GORDON’S THEOREM

In this section we will demonstrate that the externalization of the
Boolean valued reals is a universally complete vector lattice.

2.2.1. By a field of reals we mean an algebraic system that satisfies
the axioms of an Archimedean ordered field (with distinct zero and unity)
and the axiom of completeness. Recall the two well-known assertions:
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(1) There exists a field of reals R that is unique up to isomorphism.

(2) If P is an Archimedean ordered field then there is an isomorphic
embedding h of the field P into R such that the image h(P) is a subfield
of R containing a subfield of rationals. In particular, h(P) is dense in R.

2.2.2. Successively applying the transfer and maximum principles of
Boolean valued analysis to 2.2.1(1), we find an element Z € V(® for
which [Z is a field of reals] = 1. Moreover, if an arbitrary %2’ € V(®)
satisfies the condition [%2' is a field of reals] = 1 then it also satisfies
[the ordered fields # and %' are isomorphic] = 1. In other words,
there exists a field of reals #Z in V(®) and such a field is unique up to
isomorphism. We call Z the reals in V(B).

Note also that ¢(z), formally presenting the expressions of the axioms
of an Archimedean ordered field z, is restricted; therefore, [ (R")] = 1;
i.e., [R" is an Archimedean ordered field] = 1. “Pulling” 2.2.1(2) by
transfer we conclude that [R” is isomorphic to a dense subfield of the
field Z] = 1. In this regard, we further assume that % is the reals
in V® and R" is a dense subfield of Z. It is easy to note that the
elements 0:= 0" and 1:= 1" are the zero and unit of Z.

2.2.3. Let us consider the descent #Z| of the algebraic system
%:: (|%‘7EB’ ®a ﬁvoa 1)

(see 1.5.6, 1.5.7, and 1.8.4). In other words, we consider the descent of
the universe |#| of the system % together with the descended operations
4+ = @}, - := ©) and order <:=< |. In more detail, we introduce
addition, multiplication, and order on Z] by the formulas

z=xty<=lz=zdy]=1,
z=z-y<=z=2z0y] =1,
r<y<=lz=xy]=1
(2,9, € |210).

Also, we can introduce multiplication by the standard reals in Z| by
y=x<=[Jy=N0oz]=1 (AeR, z,y €|Z|).

For simplicity, in the sequel we identify # and |#| and denote the
operations and order on Z and #| by the same symbols +, -, and <.
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2.2.4. Gordon Theorem. Let Z be the reals in V®®). Then Z|
(with the descended operations and order) is a universally complete vec-
tor lattice with a weak order unit 1 := 1. Moreover, there exists a
Boolean isomorphism x of B onto the Boolean algebra of band projec-
tions P(Z.) (or components of the unit C(1)) such that

]}]’ ©)

for all x,y € Z] and b € B.

<1 We omit an elementary verification of the fact that #Z| is a vector
space over R and an ordered set. The remaining part is given in 2.2.5
and 2.2.6 below. >

2.2.5. The algebraic system %/ is a universally complete vector
lattice with weak order unit 1:= 1".

< Show that the operations and order agree on Z#/). Take ele-
ments z,y € #/| such that x < y. This means that

b2

v(E) E “z and y are reals and z < y.

Let u:= z+2z,v:=y+2z, 2 := Az, and 3y := Ay, where z € Z] and ) € R,
X > 0. By the definition of operations and order on %/, we have V(&) E
“x', y', u, and v are reals; moreover, u = x + z, v = y + 2, ¥’ = \'x,
and 4/ = \y.” The inequality A > 0 implies V(®) = A\* > 0" = 0. Using
the requested properties of real numbers within V(®)| we obtain V(B) E
“u <wvandz’ <y'.” Thereby u < v and 2’ <y by 2.2.3.

Let us show that the supremum of a nonempty bounded set A exists.
Suppose that A C Z/ is bounded above by y € #Z|. By definition,
[z <y] =1 forevery z € A. Then V(B) = “At is a set of reals bounded
above by y” or, in view of 1.6.2,

[(VzeA) (z<y)]= Nlz<y]=1

The completeness of Z yields
[ (30 € #)(a = sup(41))] = 1.

By the maximum principle we find a € V(®) such that [a € Z] = [a =
sup(A1)] = 1. Thereby a € #| and if z € #| is an upper bound
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of A then, as was already shown, [z is an upper bound of AT] = 1;
therefore, [a < 2] = 1 or a < z. Consequently, a is the supremum of A
in #Z]. Incidentally, we have established that a = sup(A) if and only if
[a = sup(A1)] = 1. In particular, given arbitrary z,z1,xs € %/, we
have x = x1 V x5 if and only if

[z =sup{z1,22} =21 Vaz] =1,

since [{z1,x2}1 = {z1,22}] = 1. Of course, an analogous assertion is
valid for meets.

Finally, take an arbitrary disjoint set A C Z| of positive elements.
We may see from the above remarks and 1.5.2 that

[[(v:flGAT)(V’JCQ€AT)$1/\{E2:0]]: /\ Hl‘l /\.’EQZO]]:]].

z1,T2€A

Hence, the numerical set AT (within \/([B)) consists of pairwise disjoint
positive elements. For such a set we have only the two possibilities
open: either [Af = {0}] = 1 and then A C Af] = {0}, or [AT =
{0,a}] = 1 for some 0 < a € #] (by the maximum principle) and then
[sup(AT1) = a] = 1. As was mentioned above, the latter is equivalent to
the equality a = sup A. We may conclude now that #| is a universally
complete vector lattice. Recalling that 1:= 1" is the unity of the field #Z
within V(®) and using the formulas of 1.5.2, we find

1=[(VeeR)(@Al=0-2=0)]= / [¢A1=0]=[z=0].
TEAR|

Hence, we see that [t A1=0] <[z =0] foreachz e Z]. fzA1=0
then [x A1 =0] =1 and so [z = 0] = 1; i.e., x = 0. Thereby 1 is
a weak order unit of the vector lattice Z|. >

2.2.6. There exists an isomorphism x of the Boolean algebra B onto
P(£)) such that for all z,y € %] and b € B the equivalences of 2.2.4(G)
hold.

<1 Let us introduce some mapping x : B — P(#]). Take an arbitrary
element b € B and put x(b)z := mix{bz,b*0} for z € Z|. In other
words, the element x(b)z € /| is uniquely determined by the relations
(cp. 1.4.3):
b< [x(0)z==], b <[x(b)z=0].
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This implies that 7 := x(b) : Z] — Z] is an extensional mapping.
Indeed, given z,y € #Z| we have (cp. 1.2.5(3)):

[z =y]Ab
[=y]Ab"

[rz =7y],

[= ]]A[[w—m]]A[[y—wy
[[ [rz =my].

I <
yIA[rz=0]A[ry=0] <

<
<

If p:= 7t then [p: Z — #] = 1 by 1.6.5 and p = mix{blg, b*0}
by definition. Since 0 and Iz are idempotent positive linear mappings
from % to %, so is . Moreover, [(Vz € %Z)px < x] = 1; therefore,
nx <z for all x € Z], . Thus, 7 = x(b) is a band projection. Since p is
positive, we have [z <y — pz < py] =1 for z,y € #Z] and so

[z <yl <[px<py]=[rz<my]
Assume that 7z < wy. Then [rz = 7y] = 1 and by 1.2.6
b [rx <y A[rz=z] A [ry=y] <[z <y].

Conversely, if we assume that b < [z < y] then b < [7z < wy] by the
above observation. Moreover,

b* <[z =0]A[ny=0]A[0<0] < [rz < 7y];

consequently, [rz < 7y] =1 or 7z < 7y.

Thereby we have established the second of the required equiva-
lences 2.2.4 (G). The first ensues from that by the formula v = v <=
u<vAU=u.

It remains to demonstrate that the mapping x is an isomorphism
between the Boolean algebras B and P(#]). Take an arbitrary band
projection m € P(#]) and put b:= [nT = I%]. The fact that a band
projection is extensional (and so the ascent 771 of 7 is well-defined) follows
from 2.2.4 (G), because

c=[z=y] = x(c)x = x(c)y = mx(c)z = mx(c)y
= x(o)mz = x(c)ry = ¢ < [mx = wy].

Since 7 is idempotent, 71 as well is an idempotent mapping in &%, i.e.,
either 71 = I or 71 = 0. Hence, we derive b* = [71 # Iz ] = [71 = 0]
and thereby 71 = mix{blg,b*(0)}. The mixture is unique; therefore,
7t = x(b)1; i.e., m = x(b). Thus, x is a bijection between B and P(%J).
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Take arbitrary b1,bs € B and put pg:= x(bx)1 (k:= 1,2). Recalling
that pp = mix{byIz,b;0}, we derive

[x(bi Ab2)t =Iz]=biAby=[p1 =1z Ap2=1z]<[p10p2=Iz],
[x(b1 Ab2)t=0]= (b1 Ab2)" =[p1=0Vp2=0] < [p1op2=0].

From this, using 1.2.5 (3), we obtain

biAby < [x(bi Aba)t = Iz ] AN[prop2=1z]
< [x(b1 A b2)t = p1 o o],

(b1 Ab2)" < [x(b1 Ab2)t =0] A [p1opz=0]
< [x(by Ab2)T = p1 o p2].

Thus, [x(b1 Ab2)T = p1 0 p2] =1 and taking into account the identity
[p1op2=x(b1)tox(b2)T = (x(b1) Ax(b2))T] =1 (see 1.6.4) we arrive
at the desired property [x(b1 Ab2)T = p10p2 = (x(b1) A x(b2))T] =1
or, equivalently, x(b1 Ab2) = x(b1) A x(b2).

In particular, 0 = x(b)Ax(b*) for x(0) = 0. Given elements p:= x(b)1
and p’:= x(b*), we have [ p,p’ € {0,I%}; p=0or p’ = 0; and p and p’ do
not vanish simultaneously | = 1. Hence, we see that [p+p' =Iz] =1
and thereby x(b) + x(b*) = Ip,. Summarizing, we conclude that x
preserves meets and complements; i.e., x is an isomorphism. >

2.3. GORDON’S THEOREM REVISITED

In this section we examine some additional properties of Boolean
valued reals: multiplicative structure, complexification, and some abso-
luteness.

2.3.1. An ordered algebra over an ordered field F is an ordered vec-
tor space X over [ which is simultaneously an algebra over the same
field and satisfies the condition: if x > 0 and y > 0 then xy > 0 for all
x,y € X. To characterize the positive cone X of an ordered algebra X,
we must add to what was said in 2.1.2 the property X, - X, C X,. We
say that X is a lattice ordered algebra if X is a vector lattice and an or-
dered algebra simultaneously. A lattice-ordered algebra is an f-algebra
if, for all a,z,y € X, the condition z L y = 0 implies that (az) L y
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and (za) L y. The multiplication on every (Archimedean) f-algebra is
commutative and associative. An f-algebra is called semiprime if xy = 0
implies | y for all x and y. Clearly, an f-algebra is semiprime if and
only if it do not contain nonzero nilpotent elements. The semiprimness
of an f-algebra is equivalent to saying that there is no strictly posi-
tive element with zero square in it. A multiplicative unit vector of an
Archimedean f-algebra is a weak order unit. Moreover, an f-algebra
with unit is semiprime.

2.3.2. Theorem. The universally complete vector lattice %\ with
the descended multiplications is a semiprime f-algebra with ring unit
1 := 1*. Moreover, for every b € B the band projection x(b) acts as
multiplication by x/(b)1.

<1 The multiplicative structure on %] was defined in 2.2.3. As in the
Gordon Theorem, we establish that %] is a semiprime f-algebra. Take
z € #) and b € B. By the definition of x(b), we have b < [x(b)z = ]
and b* < [x(b*)x = 0]. Applying these to z:= 1" and appealing to the
definition of multiplication on %/, we obtain b < [z = z-1" = z- x(b)1"]
and b* < [[0=x-0=2x- x(b)1"]. Thereby

[x(®)z =z - x(0)1'] > [x(B)e = 2] A o = 2 - x(5)1°] > b.

In a similar way, b* < [x(b)z=x(b)1" - z]. Hence, [x(b)x=z - x(b)1"] =
1. >

We see from the above that the mapping b — x(b)1" (b € B) is
a Boolean isomorphism between B and the algebra C(#)):= C(1") of
the components of the weak order unit 1*. This isomorphism is denoted
by the same letter x. Thus, depending on the context, z — x(b)x is
either the appropriate band projection or the operator of multiplication
by x(b) 1.

2.3.3. A complex vector lattice is defined to be the complexification
Xc:= X @iX (with ¢ standing for the imaginary unit) of a real vector
lattice X; i.e., the additive group of X x X is endowed additionally
with the scalar multiplication (a + i8)(z,y) = (az — By, ay + Bz) for
all a,8 € R and z,y € X. Identifying z € X with (2,0) € X and iy
with (0,y), we will write = + iy instead of (z,y). Often it is additionally
required that the modulus

|z|:= sup{(cosf) z + (sinf)y: 0 < 0 < 2w}

exists for every element z := x 4+ iy € X @ iX. This requirement is
automatically satisfied in a uniformly complete vector lattice, so that
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a Dedekind complete complex vector lattice is the complexification of
a Dedekind complete real vector lattice. The Riesz decomposition prop-
erty remains valid in every complex vector lattice: For all z, 21, 29 € X¢
with |z| < |z1] + |22| there exist v1,vs € X¢ satisfying z = v1 + vy and
lve| < lzk] (K =1,2).

Speaking about the order properties of the complex vector lattice X¢,
we mean its real part X. The concepts of sublattice, ideal, band, projec-
tion, etc. are naturally translated to the case of a complex vector lattice
by appropriate complexification. For example, a subset A from X¢ is said
to be order bounded if the set {|z| : z € A} is order bounded in X. The
the disjointness relation | in X¢ is defined as z; L 20 <= |z1|A]z2| =0,
etc.

A complex f-algebra is defined as the complexification A@iA of a real
f-algebra A and is denoted by Ac. The multiplication on Ac¢ is given
by (z + iy)(u + ) = (zu — yv) + i(zv + yu) for all z,y,u,v € A. The
modulus |z| of z = x + iy is introduced by the above formula. Then
|z122] = |#1]|22] and 2z L zo implies wz; L 25 for all z1,29,w € Ac.
Evidently, A¢c has the same identity element as A.

2.3.4. Theorem. Let € be the complexes in V(B). Then the algebraic
system % is a universally complete complex f-algebra. Moreover, €|
the complexification of the universally complete real f-algebra %Z|; i.e.,
Cl=%]®iZ].

< Since C = R @ iR symbolizes a bounded formula, we have [C" =
R*®R"] = 1 (cp. 1.4.7), where 4 is the imaginary unit and the element "
is denoted by the same letter i. From 2.2.2 we see that [C” is a dense
subfield of the field €] = 1 and, in particular, [¢ is the imaginary unit
of the field €] = 1. If 2 € €} then z is a complex number within V(B);
therefore,

[BlzeZ)BlyeR)z=a+1iy] =1.

The maximum principle implies that we have the unique pair of elements
z,y € V(B such that

[z,ye Z]=[z=z+iy] =1.
Hence, we obtain x,y € %] such that z = z+1iy, and so €| = Z|DiZ%].
Appealing to the Gordon Theorem and 2.3.2 completes the proof. >

Consider complete Boolean algebras B and D and a complete epi-
morphism h : B — D. Denote by h* : V(B) — V(D) the corresponding
epimorphism of Boolean valued universes (cp. Section 1.3).
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2.3.5. Let % be the reals within V(®). Then h*(%) is the reals within
V(®) and the mapping h* : x +— h*(z) is an order continuous lattice
homomorphism from %] onto h*(#)|. Moreover, if x : B — P(Z))
and ¥ : D — P(h*(#){) are Boolean isomorphisms from the Gordon
Theorem then the diagram

B —— P(Z#l)

|l
D — P(h*(@)))

commutes. In particular, if ker(h) = [0, b] for some b € B and m,:= x(b)
then ker(h*) = ker(my,), so that h*(%)] can naturally be identified with
the band m,(Z]) in the universally complete vector lattice Z.

< It follows from 1.3.3 (2) that h*(Z) is the reals within VP and h*
is a lattice homomorphism from % onto h*(%)}. If x € Z|, 1:= 1p is
the unit of D and mp:= x(b) then by 1.3.3(2) and 1.4.6 we have

h*(z) = 0 <= [h*(z) = 0] = 1 <= h([z = 0"]) = h(b*)
—b<z=0"]<=mz=0

and so ker(h*) = ker(x(b)). To prove the commutativity of the above
diagram it is enough to estimate Boolean truth values for all a € B:

[X(A(a)) = h* (x(@)]I® = [x(h(a)) = 1"]° A [1* (x(a)) = h*(1")]°
=bAaAbA[x(a) =1"]B=bAa, h(a)Ah([x(a)=1"]B) = h(a),

[X(h(a)) = h*(x(a))]® = [x(h(a)) = 0" A [R" (x(a)) = h*(0)]°
= bAa*AbA[x(a) = 0*]B = bAa*,  h(a*)AR([x(a) = 0"]®) = h(a*),

whence [x(h(a)) = h*(x(a))]® > h(a) V h(a*) = 1. It follows that
Xx(h(a)) = h*(x(a)) for all a € D and the proof is complete. >

2.3.6. Consider the relative Boolean algebra B:= [0, b] C B with 0 #
b € B. Then bAZ is the reals within VB and the mapping hy : © — bAx
is an order continuous lattice homomorphism from %/ onto (b A %Z)J.
Moreover, if x : B — P(#£]) and Y : B — P((b A #Z){) are Boolean
isomorphisms from the Gordon Theorem then x(bAa) = bA x(a) for all
a € B. In particular, ker(hy) = ker(m), mp:= x(b), so that (b A Z)] can
naturally be identified with the band 7, (ZJ).
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2.3.7. Let h : B — D be an isomorphism of Boolean algebras. Then
h*(Z) is the reals within V(®) and the mapping h* : = — h*(z) is a lattice
isomorphism of #Z| onto h*(%)]). Moreover, if x and ¥ are the same as
in 2.3.5 then h* o x = x o h.

2.4. BOOLEAN VALUED REALS TRANSLATED

Henceforth, % denotes the reals within V(®), We will clarify the
meaning of the least upper and greatest lower bounds, order limits, car-
riers, and spectral systems in the vector lattice Z..

2.4.1. First, we will introduce a few definitions we need. The order
on a vector lattice generates various types of convergence. Let (A, <) be
an upward directed set. A net (z4):= (Za)aca in X is called increasing
(decreasing) if xo < zg (x5 < o) for a < G (a, 8 € A).

We say that a net (z,) in a vector lattice X o-converges to xz € X if
there exists a decreasing net (eg)gep in X such that inf{eg: 8 € B} =0
and for each 3 € B there is a(8) € A with |z, — 2| < eg for all a > a(8).
In this event, we call z the o-limit of the net (z,) and write x = o-lim z,,

(

Or T L) o

If a net (eg) in this definition is replaced by a sequence (A,€)nen,
where 0 < v € X; and (A,)nen is a numerical sequence with
lim,, 00 A, = 0, then we say that a net (z4)aca converges relatively
uniformly or more precisely e-uniformly to z € X. The elements e and
x are called the regulator of convergence and the r-limit of (z,), respec-

tively. The notations x = r-lim,ca T, and x, Q x are also frequent.

A net (z4)aca is called o-fundamental (r-fundamental with regula-
tor e) provided that the net (zo — 3)(a,8)cAxa O-converges (respec-
tively, r-converges with regulator e) to zero. A vector lattice is said to
be (relatively) uniformly complete if every r-fundamental sequence in it
is r-convergent.

2.4.2. Define the sum of an infinite family (x¢)¢cz in a vector lat-
tice X. Given 0:= {&1,...,&.} € Pan(E), put yg:=x¢, +--- + x¢,,. So,
we arrive at the net (yg)gco, where ©:= Fg, () is ordered by inclusion.
Assuming that there is some x satisfying x = o-limgce yg, we call the
family (z¢) summable in order or order summable or o-summable. The
element x is the o-sum of (z¢) and we write z = 0-) ..z x¢. Obvi-
ously, if z¢ > 0 (£ € E) then for the o-sum of the family (z¢) to exist it
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is necessary and sufficient that the net (yp)gco has join, in which case
0-> ¢e= Te = SUPgep Yo- If (z¢) is a disjoint family then

O-Z Tg = sup xgr — sup :cg
cex (eE EeE

2.4.3. Let (b¢)eez be a partition of unity in B and let (z¢)ecz be
a family in #.. Then

rfrgg(bgwg) =0 x(be)we.
fe=

< If 2 := mixges(bexe) then by < [z = z¢] (£ € E) (cp. 1.4.3).
According to 2.2.4 (G), x(be)ze = x(be)x for all £ € . Summing the
last equalities over £, we arrive at what was required. >

2.4.4. For a nonempty set A C #| and all a € # and b € B the
equivalences hold:

b < [a=sup(Ah)] <= x(b)a = sup x(b)(4);
b< [a=inf(A1)] < x(b)a = inf x(b)(A).

< We will prove only the first equivalence. In view of 2.2.4 (G), the
equality
x(b)a =sup{x(b)z: x € A}

holds if and only if b < [ < a] for all z € A and the formula (Vz €
A)(b < [z < y]) implies b < [a < y] for each y € Z|.

Using the rules for calculating the truth values for quantifiers
(cp. 1.2.3), we can represent the conditions under consideration in equiv-
alent form:

b<[(Vz e A)z < a],

b<[(Vye®) (At <y—a<y]l

This system of inequalities is equivalent to b < [a = sup(A41)]. >

2.4.5. Let A be an upward directed set and let s : A — % be a net
in Z). Then A" is directed upward and o:= st : A" — Z is a net in #
(within V(B)). Moreover,

b<[z=limo] < x(b)z = o-limx(b) o s
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for arbitrary x € %) and b € B.

<1 The assertion “A is an upward directed set” is a bounded formula.
By 1.4.7, we have V(&) E “A” is an upward directed set.” The equality
x(b)x = o-lim x(b) o s means that there exists a net d : A — Z for
which the following system of conditions is compatible:

a<f—da)<dB) (o,f€4A), infda)=0
Ix()z — x(b)s()| < d(a) (a € A).

Taking account of the easy formula [s(A)T = o(A")] = 1 (see 1.6.9)
and putting 0 := d 1, we see that the system of conditions is equivalent
to the simultaneous inequalities:

b < [info(A") =0],
b<[(Va,B €A (a<B—a(a) <a(B)],
b<[(Vae A" (lz —a(a)| < d(a))],

whose short form is just as follows: b < [z =limo]. >

2.4.6. Suppose that A and o € V®) are such that [A is directed
upward and o : A — #Z] = 1. Then A] is an upward directed set and
so the mapping s:= ol : Al — %/ is a net in #|. Moreover,

b<[z=limo] < x(b)z = o-limx(b) o s

for all x € #| and b € B.
<1 The proof is similar to that of 2.4.5. >

2.4.7. Let f be a mapping from a nonempty set E to % and g:= f1.
Then

v< o= ¥ 0@ | = xma =0T rmise)
£e=N ez
for all x € #| and b € B.

< First of all observe that the required equivalence holds for a finite
set Eg C E. Afterwards, apply 2.4.5 to the net s : P, (E) — ZJ, where
P%n(E) is the set of finite subsets of = and s(0):= 3., f(§), and use
the formula [ P, (E)" = Pan(E")] =1 (cp. 1.4.10). >

2.4.8. Let X be a vector lattice with the principal projection property
and a weak order unit 1. We call the projection of 1 to the band {z}*+
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the trace of z and denoted it by e,. Thus, e, := sup{1 A (n|z|) : n € N}.
Clearly, the trace e, serves both as a weak order unit of {z}1+ and
a component of 1.

Given a real A, denote the trace of the positive part of A1 — z by e3:

€5 = e(i—z)+ =sup{lA (n(AL —z)"): ne N}

The function A — e (A € R) arising in this case is called the spectral
system or characteristic of x.

2.4.9. The following hold for every x € #:
ex:=x([z#0]), e =x([z<X]) (AeER).

<1 A real t is distinct from zero if and only if the join of the set {1 A
(n|t]) : n € w} is equal to 1. Consequently, for z € Z| the transfer
principle yields b := [z # 0] = [1* = supA], where A € V(B ig
determined by the formula A:= {1" A (n|z|) : n € w*}. If C:= {1" A
(n|z]) : n € w} then we prove that [CT = A] = 1 using the second
formula of 1.6.2 and the representation w” = (w)? of 1.5.8. Hence,
[sup(A) = sup(C?T)] = 1. Using 2.4.4, we derive

b= [sup(CT) =1"] = [sup(C) =1"] = [e. =1"].

On the other hand, [e; = 0] = [e, = 1" ]* = b*. By 2.2.4(G), we can
write down

x(b)ex = x(b)1" = x(b), x(b")ex =0 = x(b)es = eq.

Finally, x(b) = e,.

Take A € R and put y:= (A1l — z)". Since [A\* = A1] = 1, we have
ly= (A —z)"] = 1. Consequently, €5 = e, = x([y # 0]). It remains
to observe that within V(&) the number y = (A\* — ) V 0 is distinct from
zero if and only if \* — 2z > 05 ie, [y #0] =z <A ]. >

2.5. VECTOR LATTICES WITHIN BOOLEAN VALUED REALS

The aim of this section is to demonstrate that an Archimedean vector
lattice is represented as a vector sublattice of the internal reals % in an
appropriate Boolean valued universe considered as a vector lattice over
the field of standard reals.
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2.5.1. Representation Theorem. Let X be an Archimedean
vector lattice, let Z be the reals within V(®) | and let j be an isomorphism
of B onto the Boolean algebra B(X). Then there exists an element 2~ €
V(B) satisfying the conditions:

(1) V®) = “27 is a vector sublattice of the field % considered as
a vector lattice over the subfielf R"”.

(2) X':= 2] is a laterally complete vector sublattice of %] which
is majorizing and invariant under each band projection x(b) (b € B).

(3) «(X) is an order dense sublattice in % for some o-continuous
lattice isomorphism ¢ : X — X'.

(4) For every b € B the band projection in %) onto {1(3(b))}*++
coincides with x/(b).

< Put d(z,y) .= 7' ({|]z — y|}*+). Let 2 be the Boolean valued
representation of the B-set (X,d) and X':= 2°| (cp. 1.7.1 and 1.7.2).
By 1.7.2, without loss of generality we can assume that X C X', d(z,y) =
[z #y] (z,y € X),and X’ = mix(X). Further, furnish X’ with a vector
lattice structure. To this end, take A € R and z,y € X’ of the form
x:= mix(bex¢) and y:= mix(beye), where (z¢) C X, (ye) C X, and (be)
is a partition of unity in B. Put

z + y:= mix(be (z¢ + ye)),
Az = mix(be (Az¢)),
z <y <=z = mix(be(ze A ye)).

Within V(®) we define the addition @, multiplication ®, and order <
on 2" as the ascents of the corresponding objects on X’. More precisely,
the operations & : &' x 2 — Z and © : R* x Z — % and the
predicate XC 2" x Z are determined from the formulas:

[ztoy=2z+y] =1,
[Meozx=Xx]=1 (z,ye X', AeR),
[z<y]l=V{[z=2"]A[y=y]: 2",y e X, 2/ <y}
Thus, we can claim that 2~ is a vector lattice over the field R* and, in
particular, a lattice ordered group within V(®). Also, it is clear that the
Archimedean axiom is valid on 27, since X’ is an Archimedean lattice.

Note that if z € Xy then {z}++ = d(z,0) = [z # 0]; i.e, {z}+ =

[z =0]. Consequently, we have

[z=0]v[y=0]={a}" V{y}' =15
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for every pair of disjoint z,y € X. Hence, we easily derive that [ 2 is
linearly ordered] = 1, for

[Vexe Z)YVyeZ) (Jz|Alyj=0—=2=0vy=0)]=1.

It is well known that an Archimedean linearly ordered group is iso-
morphic to an additive subgroup of the reals. Applying this assertion
to 2 within V() without loss of generality we can assume that 2~
is an additive subgroup of #. Furthermore, we presume that 1" € 27,
since otherwise .2” could be replaced by the isomorphic group e~*.2” with
0 < e € 4. The multiplication ® represents a continuous R”"-bilinear
mapping from R* x 2" to 2. Let B : Z X # — X% be its extension by
continuity. Then § is #-bilinear and B(1*,1") = 1* ® 1* = 1*. Con-
sequently, 8 coincides with the usual multiplication on %; i.e., 2 is
a vector sublattice of the field & considered as a vector lattice over R”.
Thereby X' C Z..

The fact that X’ is majorizing in %\ ensues obviously, since [ 2"
is dense in Z] = 1 and by the maximum principle for each y € Z|
there exists z € 2°] with [y < z] = 1, whence y < z. Prove that X is
minorizing in X'.

It follows from the properties of the isomorphism x (cp. 2.2.6) that

XDz = 0 <= 5(b) < {z}+ <=z € 5(b"),

whatever b € B and « € X, might be. Hence, x(b) is the band projec-
tion onto the band in Z| generated by ¢(3(b)). Moreover, if x(b)z = 0
for all x € X then b = {0}. Thus, for every b € B we can find a positive
element y € X for which y = x(b)y. Take 0 < z € X'. The representa-
tion z = 0-3 .= X(be)ze is valid, where (be) is a partition of unity in B
and (z¢) C X. We see that x(be)ze # 0 at least for one index &. Let
m:= x(be)ox([z¢ # 0]) and let y be a strictly positive element in X such
that y = my. Then for zg:= y A ze we have 0 < zp < e < x(be)ze < 2
and zg € X. Thereby X is minorizing in X'. >

Observe some corollaries to Theorems 2.2.4 and 2.5.1 with the same
denotations B, X, X', 2, ¢, and Z.

2.5.2. A few additional remarks are in order.

(1) For every ' € X' there exist a family (z¢) C X and a partition
of unity (m¢) in P(£)) such that

i O—Z TelTe.

€=
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< By 1.7.2 X’ = mix(x(X)) and 2.4.3 yields the result. >
(2) For every x € Z| and € > 0 there is z. € X' such that

|z — x| < el
< This is a consequence of the fact that [ 2" is dense in Z]| = 1. >
(3) X is laterally complete if and only if X = X'.

<1 The sufficiency is obvious. If X is laterally complete then X has
the projection property (see Veksler and Geyler [398]) and the claim
follows from (1). >

2.5.3. The element 2~ € V(®) arising in 2.5.1 is called the Boolean
valued representation of X. Thus, the Boolean valued representations of
Archimedean vector lattices are vector sublattices of the reals # consid-
ered as a vector lattice over the field R".

The vector lattice X’ = 27| is called the lateral completion of X and
denoted by X*. We identify X and its lattice isomorphic image ¢(X) in
X?, so that we consider X as a sublattice of its lateral completion X*.

Given a vector sublattice L of a laterally complete vector lattice X”,
denote by A(L) the laterally complete sublattice in X’ generated by L,
i.e. the smallest laterally complete sublattice in X’ including L. It is
easy to check that A(L) = L1} and hence, by 1.6.6 and 2.4.3, \(L)
comprises all € X of the form = = 0-)_ meye with an arbitrary family
(x¢) in L and partition of unity (m¢) in P(X’).

The lateral completion of a vector lattice is essentially unique: If
Z is a laterally complete vector lattice and X is lattice isomorphic to
an order dense sublattice Y of Z, then X is lattice isomorphic to the
sublattice Y’ of Z consisting of all y € Z representable as y = > meye
with an arbitrary family (y¢) in Y and a partition of unity in P(Y").

2.5.4. Ifh: X — %] is a lattice isomorphism and for every b € B
the band projection onto the band in %] generated by h(y(b)) coincides
with x(b) then there exists a € %] such that hr = a-(z) (z € X). If
there exists a weak order unit 1 in X then the isomorphism ¢ is uniquely
determined by the requirement 11 = 1.

< Indeed, if Xy:=im¢ and hg:= h o' then the isomorphism hg :
Xo — 2 is extensional; therefore, for 7:= hyT we have [ the mapping 7 :
2 — Z is isotonic, injective, and additive] = 1. Consequently, hg is
continuous and has the form 7(a) = a-a (o € #Z), where a is a fixed
element in #|. Hence, we derive that ho(y) = a-y (y € Xo) or h(z) =
a-iz) (zeX) >
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2.5.5. If X is a Dedekind complete vector lattice then & = %,
X' = %], and 1(X) is an order dense ideal in %.. Moreover, 1= ox(b)ow
is the band projection onto j(b) for every b € B.

< If X is order complete then so is X’. From 2.4.4 we see that
the order completeness of X’ is equivalent to the axiom of existence
of suprema (infima) for bounded sets in 2°. By 2.2.1(1), £ = %
and X' = #Z]. Let e € X;, y € #, and |y| < te. Since ((X) is
an order dense sublattice in %), we have y* = supt(A), where A :=
{r € X : 1z < y*}. But the set A is bounded in X by e; therefore,
supA € X and y* = ((sup A) € 1X. Similarly, y~ € «(X) and, finally,
y € uX). >

2.5.6. The image 1(X) coincides with the whole % if and only if X
is a universally complete vector lattice.

< If X is a Dedekind complete vector lattice then 2" = Z by 2.5.5
and, hence, Z| = 2’ = mix«(X). But for the universally complete
vector lattice X we have mix ¢(X) = ¢(X). The converse is obvious. >

2.5.7. Universally complete vector latices are isomorphic if and only
if so are their bases.

< If X and Y are universally complete vector lattices and the Boolean
algebras B(X) and B(Y) are isomorphic then by 2.5.6 X and Y are
isomorphic to the same vector lattice %] with Z € V() and B ~ B(X) ~
B(Y). On the other hand, if h is an isomorphism from X onto Y then
the mapping K — h(K) (K € B(X)) is an isomorphism of the Boolean
algebras B(X) and B(Y). >

2.5.8. Let X be a universally complete vector lattice with a weak
order unit 1. Then we can uniquely define the multiplication on X so
as to make X into a semiprime f-algebra and 1, into a ring unit.

< By 2.5.4 and 2.5.6, we can assume that X = %] and 1 = 1".
The existence of the required multiplication on X follows from 2.3.2.
Assume that there is another multiplication ® : X x X — X on X and
(X,4,0,<) is a semiprime f-algebra with unity 1. The semiprimeness
of the f-algebra implies that ® is an extensional mapping. But then
the ascent x := ®7 is a multiplication on Z#. By uniqueness of the
multiplicative structure on %, we conclude that x = -. Hence, we derive
that ® coincides with the original multiplication on X (cp. 2.3.2). >
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2.6. ORDER CONVERGENCE

Interpreting the concept of convergent numerical net within V(® and
using 2.4.5 and 2.5.5, we obtain some useful tests for o-convergence in
a Dedekind complete vector lattice. Recall that [z] stands for the band
projection onto the band generated by .

2.6.1. Let (z4)aca be an order bounded net in a Dedekind complete
vector lattice X and x € X. The following are equivalent:

(1) (z4) o-converges to x.

(2) o-limacale][(|za — 2| — €)T] = 0 in P(X) for all positive e € X.

(8) For every e € X there exists a partition (7y)aca Of [e] in the
Boolean algebra P(X) such that

Tolt —2xg| <e (a,B€A, B2 a).

(4) For every e € X there exists an increasing net (pa)aca in the
Boolean algebra P(X) such that

pal —asl <e (,BeA, B2 a).

<1 Without loss of generality we can assume that X is an order dense
ideal of the universally complete vector lattice 2] (cp. 2.5.5).

(1) <= (2): Let o be the modified ascent of the mapping s : & — x4
Then [o is a net in Z] = 1. By 2.4.5, o-lim s = z if and only the identity
if [limo = 2] = 1 holds. We may rewrite this identity as

1=[VeeZs)(e>0— (FaecAM) (VB e A")
(B2a—|z—zs/ <)) ()

Calculating the Boolean truth values for the quantifiers, we find the
following equivalent form

(VeeXp)[e£01< \/ Allz—azs —e<0]

which in turn amounts to the formula
(Vae)@)(ua#m]: \ /\usaéOMUx—wm—a)*:on).

acA BeEA
BZa
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Since x([(|z — zg| — )*]) = [(|za — 2 — &)*] and x([e # 0]) = [e]
(cp. 2.4.9), we see from the above that x, © & if and only if

0=[e#0] AJe=0]

[ # 0] A (\//\#W (o — z5] — 2)* ﬂ)

aEAgEA
=[e#£0IA N\ V=01V [(z—zsl —e)* #0]
a€A BEA
BZza
> A\ VI#0AI(z—2pl—e)" #0]
aeAggg

— A li _ _ A\t
— o-timle][(Jz — 2| -~ 2)*].

(1) < (3): Arguing as in (1) <= (2) and putting b := x~!([¢])
and cq:= { A[lz — 25| <e] : B € A, B> a}, we find that the equality
o-lim x, = z is equivalent to the formula

(Ve € X4)(3(ca)aca C B) ( \V ca=0
acA

A(\meA)(ﬁ>a;»ca < [|za — 2| @]])).

By the exhaustion principle for Boolean algebras, there exist a parti-
tion of unity (d¢)¢ecz in B and a mapping ¢ : £ — A such that d¢ < cs(¢)
(€ ). Put by :=bAV{de : o =(&)} if a € 6(E) and by, = 0 if
a ¢ 0(E). We see that (by)aca is a partition of b and b, < ¢, (@ € A).
Thus, if z, — = then for every e € X there is a partition of unity (b, )
such that

bo <[z —zgl <el (w,BEA, B3 a).

As follows from 2.2.4 (G), the latter means that
7Ta|$_xﬁ‘<ﬂ'a€<€ (a7ﬂ€A7/6>a)7

where 74 := x(bo). Since (7,) is a partition of [¢] in P(X), the necessity
is proven.
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To prove the sufficiency, observe that if the conditions are satisfied
and a:= limsup |z, — 2| then

Taa < \/ lzg — x| < mae
Bza

for all @ € A. Consequently,

Oga:Zwaagz:ﬂ'as:a.

Since € € X is arbitrary, we have a = 0 and o-lim,, z,, = x.

(3) <= (4): We only have to put p, := V{mg : 8 € A, o < (3}
in (3). >

2.6.2. Corollary. Assume that X has a weak order unit 1, (z4)aca
is an order bounded net in X, and x € X. The following are equivalent:

(1) The net (x,) o-converges to x.

(2) For every 0 < € € R the equality o-lim,eca eg(a) =1 with y(a):=
|z — 24| holds in P(X).

(3) For every n € N the equality o-limaea [(|z — zo| —1/n)T] =0
holds in P(X).

(4) For every 0 < € € R there exists a partition of unity (my)aca in
P(X) such that my|x — xzg| < el forall o, € A, B> .

(5) For every 0 < € € R there exists an increasing net (pa)aca In
P(X) such that po|r — x5| < el forall o, B € A, 3> a.

<1 The proof proceeds along the same lines as before. Since [R" is
dense in #Z] =1, we can rewrite (%) in equivalent form:

1=[VeeR)(e>0— FacANNVBe AN (B> a— x5 <e))].
In further arguments we should replace [|zo — x| < €] by [|za — 2| < "]
and take it into account that [(1)" = &"1" = ¢"1] = 1 and x([zs <
e']) = e’ = x([(lza — x| —&)T]) (cp. 2.4.9). >

2.6.3. Corollary. Suppose that A is an order bounded set in
a Dedekind complete vector lattice X. Then the following hold:

(1) = = inf(A) if and only if for every e € X there exists a partition
(ma)aca of the band projection [e] in P(X) such that

mala—xz)<e (acA).
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(2) x = sup(A) if and only if for every € € X there exists a partition
(ma)aca of the band projection [e] in P(X) such that

o —a) <e (a€A).

<1 Suffice it to interpret the definitions of the least upper bound and
the greatest lower bound of a bounded set of reals within V(®) with
B:=P(X). >

2.7. FREUDENTHAL SPECTRAL THEOREM

In the present section we will show that the properties of a spectral
system can be deduced from the properties of reals. We start with several
useful remarks to be applied below without further specification.

2.7.1. Take a Dedekind o-complete vector lattice X. By 2.5.1, we
can assume that X is a vector sublattice of the universally complete
vector lattice #|, where, as usual, &% is the reals within V(®) and
B:= B(X). Moreover, the ideal X := I(X) generated by X in %/ is
an order dense ideal of Z| and an o-completion of X. Each weak order
unit in X is also a weak order unit in #Z). The countable joins and
meets in X are inherited from Z#|. In more detail, if the least upper
(greatest lower) bound z of a sequence (z,) C X exists in #J then
x is also the least upper (greatest lower) bound in X, provided that
reX.

So, it does not matter whether the o-limit (o-sum) of a sequence in X
is calculated in X or Z|, provided the result belongs to X. The same is
true for the r-limit and r-sums. In particular, C(X) is a o-subalgebra of
a complete Boolean algebra C(#/), while the trace e, and the spectral
system R > X = e3 of an element 2 € X calculated in %] are an element
of C(X) and a mapping from R to C(X) respectively.

By an easy application of the Boolean valued approach we prove the
properties of a spectral system. According to the above remarks, we lose
no generality in assuming that the Dedekind o-complete vector lattice
under consideration coincides with Z]. But then the claims can easily
be derived from the elementary properties of reals with the help of 2.4.9.
In 2.7.2-2.7.5, X is an arbitrary Dedekind o-complete vector lattice with
a weak order unit 1 and P is a dense subfield of R.
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2.7.2. The spectral system A — €% (A € R) of x € X has the proper-
ties:

1) (YApeR) ASp= €5 <e¢}).

(2) el =V, epep=Tand e’ := \ cpej =0.

B)es=V{e: pelP,p<A} (AER).

< Observe first that P" is a dense subfield of % within V(B).

(1): If \,p € P, A < p, and = € R; then, obviously, trivially z <
A — x < p. By transfer [x < A\] = [z < p*] = 1 or equivalently
[* < A"] € [x < p"], and the result follows from 2.4.9.

(2): Take x € %] and consider the two formulas p(z,P) := (3t €
P)(z < t) and ¢(z,P) := (Vt € P)(x < t). For a real x the for-
mula ¢(z,P) is true and ¥(z,P) is false. Consequently, by transfer

[e(z,P")] =1 and [¢(z, P")] = 0. Calculating the Boolean truth values
for the quantifiers by the rules of 1.4.5 (1) yields

\/[[a:<tA]] =1, /\[[m<tA]] =0,

teP telP

which is equivalent to (2) by 2.4.9.

(3): Applying the transfer principle to x <A< (Fp eP)z < p < A
and taking it into account that by 1.4.7 [u" < A*] = 1 whenever p < A
and [ < A"] = O otherwise, we deduce

[ < X1 =\ [e <] AL < V]

:\/{[[x</ﬂ]]: weP, p< A}

It remains to appeal to 2.4.9. >
2.7.3. Given z,y € X, we have
(1) 5t =Vi{egnel: prv elP, p+v =2}
(2) eV =V{etnel :0<p,veP v =2} (220, y>0).
<1 We confine demonstration to (2). Take positive elements x,y € Z]

and 0 < t € P. Then z, y, and t" are reals in V(®). For reals we have

r20ANy>20—= (zy <t < (ArsePl)(z<rAy<sArs=t)).
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By transfer and the rules of 1.4.5 (1) for Boolean truth values, we obtain

[zy < '] = \/ [z <" ] Ay < s"].
ogr,seP
rs=t

Hence, (2) ensues if we apply x to both sides of the preceding equality
(cp. 2.4.9). >

2.7.4. Ifz,y € X and @ # A C X then the assertions hold:
1) z<y <= (VAeP) (ef <e€3).

(2) e57Y =eX NeY forall XAeER.

(3) 5 =€z Ve forall AeR.

(4) z =inf(A) <= (VA€ P) (e = V{e$ : a € A}).

< Clearly, (2) is immediate from the equivalence
Ve, y AeZ)zVy <A (<A A@y<A)

and (3) is a particular case of (4). Prove (1) and (4).
(1): Observe first that z < y > (V¢ € P)(y <t — z < t). By transfer
and the properties of Boolean truth values

[e<yl= Nly<N]= [z <\]

N

for all x,y € X. Since the formulas < y and [z < y] = 1 are equivalent,
z < y is fulfilled if and only if [y < A"] < [z < A"] or equivalently
e <ef forall A eP.

(4): If A is a nonempty subset of X then A7 is a set of reals within
V(B) and inf(A) < t <+ (3a € At)(a < t). By 1.6.2 and 2.4.4, we obtain
the chain of equivalent formulas:

z =inf(A) < [z = inf(A7)] =1
— [(VteP")(z <t <+ inf(AT) <t)] =1
— (VteP)[z<t"] =[(3a e A)(a < t")]

= (VteP)z<t']= \/la<t']
acA

Appealing to 2.4.9 completes the proof of (4). >
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2.7.5. Given z,y € X, o € R, and ¢ € C(1), for all A\ € R the
following are valid:

(1) 5" =3, (@ >0), e5” = €3 /a (a < 0).

) ey"=V{Ll—el,: peP, p< A} =(1—e))" eurrn)-

B) el =t AL =€) Aewrns (A20), el =0 (A <0).

(4) eF=chel+c* (A>0), e =cAel (A<D0).

< Note that (1) is easily seen from (A/a)" = A"/a” and (3) is im-
mediate from (2) and 2.7.4 (2). Turn to proving (2) and (4).

(2): The inequality —z < A can be written in the two equivalent
forms:

—z < A<= (< =A)A(z+ X #0),
—z< A<= ApeP)(~(z < —p)A(p<A).

Applying transfer and using the equivalence [A\* < p"] =1 <= A < p
(cp. 1.4.7), we get
[~z < A ] =[xz < =A"]* Az + A1 # 0];
[z < A= \/{[[x <—pit s pEeP, p< A}
The desired result follows from 2.4.9.

(4): Take ¢ € C(X) and choose b € B with ¢ = x(b). If a € {0,1}
then for all z € R and A € P we evidently have

ar <A (a=1Az<A)V(e=0A0<A).

Since ¢ € {0%,1"}B] = 1, the transfer principle together with
1.2.3(1,2,4) and 2.2.6 yields

[ecx <A =([e=1"]A[x <A]) V ([e=0"] A0" < A"])
=(bAJz < A]) VO AN < A].
If X > 0 then [0" < A"] =1 and e§® = x([cx < A\"]) =cA e} +c*if
A < 0 then [0" < A*] =0 and e§* = x([cx < A"]) =cAef. >

2.7.6. Sometimes it is important to have an estimate rather than
knowing the exact values of the spectral system. For example, if
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x = sup(A) then e} is calculated by a more complicated formula than
2.7.4(4):

z =sup(4d) < (VA eP) (ef\: \/ /\{el‘f: aEA}).

v

At the same time for every 0 < € € R the following hold:

A
(1) Agea e <Y < Aueses

(2)1—-€ef , <e " <1-—e",.
(B) ez A(l—e )< <etA(m—er,) (AeRy).

(4 1-e  <et <l-ef, (@€X, 0<AER),

Applying 2.7.3, 2.7.4 (1-3), and 2.7.5 (1) to the inequalities 2(zAy) <
T+y <2z Vy)and (z Ay)? < zy < (zVy)? yields the estimates:

(5) €53 NeSp < eyt < S Vel (z.y€X; AER).

y y
(6) exie s Se

2.7.7. Freudenthal Spectral Theorem. Let X be an arbitrary
Dedekind o-complete vector lattice with order unit 1. Every element x €
X admits the representation

x = / Adey,

where the integral is understood to be the 1-uniform limit of the integral
sums

ge%\/efﬁ\ (z,y € X1; A €RY).

x(ﬁ> = Z Tn(etwn+1 - ef )7 t’n < Tn < t’n+17
nez

as 0(f3):= sup,ez(tn+1 —tn) = 0, with 3:= (t,)nez being a partition of
the real line.

<1 We may assume that %] is a universal completion of X and X C
Z). Let © € X, B:= (tn)nez be a partition of R, and ¢, < 7, < tn11
(n € Z). Put b,:=ef  —ef . Then

bn = [tn <z <tp ] ATt <70 <t ] A Tt — 1, <6(8)"]
< [lz =771 <6(8)"]-
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Since z(0):= mix,ez(b,7}), we derive
[lz —z(@B) <6(B)] =1 or |z—xz(B) <A1

It remains to recall the remarks of 2.7.1. >

2.7.8. In particular, the Freudenthal Spectral Theorem states that
if X is a Dedekind o-complete vector lattice and e € X then every
x € X(e) can be e-uniformly approximated by the linear combinations
of components of e; i.e., by the elements of the form > ;_, Agey, where
A, .., A\n € Rand ey, ..., e, € C(e). In the case when the latter holds in
a vector lattice X we say that X possesses the weak Freudenthal property.
It may happen that every € X(e) can be e-uniformly approximated by
linear combinations ZZ=1 ApTke, where A, ..., A\, € Rand mq,...,m, €
P(X). Then a vector lattice X is said to possesses the strong Freudenthal
property. Clearly, a vector lattice with the principal projection property
possesses the strong Freudenthal property. The converse is false.

2.8. REPRESENTATION OF VECTOR LATTICES

By the Freudenthal Spectral Theorem, the mapping that assigns to
each element of a Dedekind o-complete vector lattice with weak order
unit its spectral system is one-to-one and transforms the vector lattice
structure in a definite way. This circumstance suggests that an arbitrary
Dedekind o-complete vector lattice with weak order unit can be repre-
sented as some space of “abstract spectral system.” We will expatiate
upon this.

2.8.1. A spectral system or resolution of the identity in a Boolean
algebra B is defined as a mapping e : R — B satisfying the conditions

(1) s<t—e(s)<e(t) (s,teR);
(2) \/teﬂ? e(t) =1, /\tE[R e(t) = 0;
(3) \/seR’sQ e(s) =e(t) (t € R).

Let &(B) be the set of all spectral systems in B. Introduce some
order by the formula

e <e = (VteR)((t) <) (¢, € B(B)).
2.8.2. Further, suppose that B is a og-algebra and choose some count-

able dense subfield P of R. By 2.8.1(3), every spectral function is
uniquely determined by its values on P.
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Given €', e” € G(B), we can define the mapping

e:t—=\V{r)ne'(s):r,seP, r+s=t} (teP),
e:t—\{e(s): seP, s<t} (teR)

which is obviously a spectral function in B. Putting ¢’ + €’ := e, we
obtain the structure of a commutative group in &(B). In particular, the
zero element 0 is defined as 0(t):= 1 if t > 0 and 0(¢):= 0 if ¢ < 0, while
—e(t)=\V{1l—e(-s): s€P,s<t} Set 1(t):=1ift >1and 1(t):=0
if t < 1. Finally, the scalar multiplication (o, €) — ae (a € R, e € G(B))
is defined as

(xe)(t):=e(t/a) (>0, teR),
(ae)(t):= (—e)(—-t/a) (a <0, teR).

To each element b € B we assign the spectral system b that is defined as

1, fort > 1,
b(t):=<b*:=1—-b, for0<t<1,
0, for t <0.

2.8.3. Theorem. Let B be a complete Boolean algebra. The set
G(B) with the above operations and order is a universally complete
vector lattice with a weak order unit 1. The mapping h assigning to
each © € %\ the spectral system t — [z < t"] (t € R) is a lattice
isomorphism from %| onto &(B). The mapping b — b is a Boolean
isomorphism of B onto C(1).

< By 2.4.9 and 2.7.2 h(z) € &(B). According to 2.7.3, and 2.7.4 h
preserves addition, multiplication, and lattice operations. Moreover, h
is one-to-one, since the equality h(z) = h(y) means

[x<t']=[y<t’] (teR)
or equivalently (cp. 1.4.5 (1))
[VteR)(z<t+y<t))=1

and the latter amounts to the coincidence of z and y within V(®). By
Gordon’s Theorem, it remains to establish that A is surjective. Take
an arbitrary spectral system e : R — B. Let 8:= (¢, )nez be a partition of
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the real axis; i.e., t, < tpt1 (0 € Z), limy, o0 tn, = 00, and lim,, oo t, =
—o0. The disjoint sum

2(B):= Y tus1(x(e(tns)) — x(e(t))

nez

exists in the universally complete vector lattice #]; here x is the iso-
morphism of B onto C(#),) (cp. 2.2.4 and 2.3.2). Denote by A the set of
all elements Z(3). Each element of the form

2(8):= Y ta(x(e(tnr1)) — x(e(tn)))

nez

is a lower bound of A. Therefore, there exists x:= inf(A):= inf{Z(3)}.
It is easy to observe that

x = \/{x(e(ta)) : tn <A}

Hence, from 2.7.4 (4) we infer

d=Vei= V xte®)=xe®) (AeR).

a€A tER,t<A

Using 2.4.9, we conclude that h(z)(t) = x 1 ([z < t']) = e(t). >
Let us derive several important corollaries to 2.8.3.

2.8.4. Corollary. A universally complete vector lattice X with unit
1 is isomorphic to the Dedekind complete vector lattice &(B), where
B:= C(1). The isomorphism is established by the mapping that assigns
to each x € X the spectral system A — €3 (A € R).

< It suffices to compare 2.5.6 and 2.8.3. >

2.8.5. Corollary. For an arbitrary o-algebra B, the set &(B) (with
the structure defined as in 2.8.2) is a universally o-complete vector lat-

tice with order unit. Conversely, every universally o-complete vector
lattice X with order unit is isomorphic to &(B), where B:= C(X).

< Let B be an o-completion of the o-algebra B. According to 2.8.3,
GS(B) is a universally complete vector lattice. The set &(B) lies in S(B).
Moreover, it is easily seen from 2.7.3-2.7.5 and 2.8.4 that &(B) is a vector
subspace of 6([@) and the countable suprema and infima in &(B) are

inherited from 6(@) Consequently, &(B) is a Dedekind o-complete
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vector lattice with order unit. The same arguments imply that every
countable disjoint set of elements in G(B) is bounded.

Take an arbitrary Dedekind o-complete vector lattice X with order
unit and denote by X its universal completion. If B = C(X) and B:=
C(X) then B is an o-completion of B. By 2.8.4, the spaces X and &(B)
are isomorphic; moreover, &(B) is the image of X by 2.7.6. >

2.8.6. We proceed now to the functional representation of vector lat-
tices. Some additional definitions and facts are needed for this purpose.

Let @ be a topological space. Recall that a topological space @
is called extremally (quasiextremally) disconnected or simply extremal
(quasiextremal) if the closure of an arbitrary open set (open F,-set)
in @ is open or, which is equivalent, the interior of an arbitrary closed
set (closed Gs-set) is closed. Clearly, an extremal (quasiextremal) space
is totally disconnected. If @ is Hausdorff compact then the respective
terms Stonean and quasi-Stonean are in common parlance as well.

Let A C R:= RU{£}. Given a function f:Q — R and X € R, put

{f<A={qeQ:fg <A}, {f<A}={geQ:f(g) <A}

Consider a mapping A — Uy C @ that is assumed to be increasing:
A < p implies Uy C U,. This mapping is said to be strictly increasing
if and only if cl(Ux) C int(U,) for all A\, € A with A < p. Say that
a function f : Q@ — R calibrates the mapping A — Uy whenever {f <
Ay C Uy C{f <A} forall Ae€A.

2.8.7. Assume that Q) is a topological space and A is a dense subset
of R. A mapping U : A — U, from A to 2(Q) is strictly increasing
if and only if there is a unique continuous function f : Q — R that
calibrates U.

< See [228, 1.4.1(1)]. >

2.8.8. Let (Q be a quasiextremal compact space. Assume that Qg is
an open dense F,-set in QQ and f : Qo9 — R is a continuous function. Then
there is a unique continuous function f : Q — R such that f(t) = f(t)
(t € Qo).

< Indeed, if U, := cl({f < p}) then the mapping p — U, (u € R)
is strictly increasing. Therefore, by 2.8.7, there is a unique function
f: Q — R satisfying

{f<pcU,c{f<p} (neR).
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Obviously, the restriction of f to Qg coincides with f. >

2.8.9. Let @ be a quasiextremal compact space. Denote by Cw(Q)
the set of all continuous functions  : @ — R assuming the values Fo0
possibly on a rare set. The order on Cy,(Q) is defined by putting z < y
whenever z(t) < y(t) for all t € Q. Take z,y € Coo(Q) and put Qg :=
{]z] < 400} N{|y| < +o0}. In this case Qo is open and dense in Q.
According to 2.8.8, we have the unique continuous functions u,v : Q — R
such that u(t) = () + y(¢) and v(t) = z(t) - y(¢) for t € Qp. So we can
define addition and multiplication on Cy (Q) by putting « + y:= u and
zy := v. The identically one function 1 is an order and ring unit in
Coo(Q). The scalar multiplication on Coo(Q) is defined as Az:= (Al)z.

The space C(Q) with the above algebraic operations and order is
vector lattice and a semiprime f-algebra. The following result tells us
that Coo(Q) is universally o-complete.

2.8.10. Let Q be the Stone space of a o-algebra B. The vector
lattices Coo (Q) and &(B) are lattice isomorphic. In particular, C(Q) is
a universally o-complete vector lattice with unit for every quasiextremal
compact space Q).

< Take e € &(B). Let G; be a clopen set in @ corresponding to the
element e(t) € B. The mapping ¢ — Gy (t € R) is strictly increasing, so
that by 2.8.6, there exists a unique continuous function € :  — R such
that

{e<tycGic{e<t} (teR).

It follows from 2.7.2(2,3) that the closed set (){G; : t € R} has empty
interior and the open set | J{G; : t € R} is dense in Q. Hence, the func-
tion é is finite everywhere, except possibly the points of a nowhere dense
set; therefore, é € C (Q). It is easy to check that the mapping e — é is
the sought lattice isomorphism. >

2.8.11. Theorem. Let Q be the Stone space of a complete Boolean
algebra B, and let # be the reals within V(B). The vector lattice Cs(Q)
is isomorphic to the universally complete vector lattice %Z). The iso-
morphism is established by assigning to an element x € %] the function
#:@Q — R by the formula

#(@):=inf{teR: [z <t']€q} (¢€Q).

<1 The proof is immediate from 2.8.10 and 2.8.3. >
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2.8.12. Let X be an Archimedean vector lattice and let () be the
Stone space of the Boolean algebra B(X). Then X is isomorphic to
a minorizing sublattice Xg C Cuoo(Q). Moreover, X is an order dense
ideal of Coo(Q) (coincides with Coo(Q)) if and only if X is a Dedekind
complete vector lattice (a universally complete vector lattice).

< See 2.8.10, 2.5.1, 2.5.5, and 2.5.6. >

2.8.13. Theorem. Let X be a universally o-complete vector lattice
with an order unit 1 and let @ be the Stone space of the Boolean algebra
C(X,1). Then X is lattice isomorphic to Coo(Q). Moreover, X can
uniquely be equipped with an f-algebra multiplication with 1 as ring
unit; in this event X and C(Q) are f-algebra isomorphic.

< Immediate from Corollary 2.8.5 and 2.8.10. >

2.9. SPECTRAL MEASURE AND INTEGRAL

In the sequel, we need the concept of integral with respect to a spec-
tral measure.

2.9.1. Suppose that (€2, ) is a measure space; i.e., ) is a nonempty
set and X is a fixed o-algebra of subsets of Q. A spectral measure is
defined to be a o-continuous Boolean homomorphism p from ¥ into the
Boolean o-algebra B. More precisely, a mapping p : ¥ — B is a spectral
measure if p(Q\ A) =1 — p(A) (4 € ) and

I (U An) = \/ 1(An)

for each sequence (A,,) of elements of 3.

Let B := C(X,1) be the Boolean algebra of components of 1 in
a Dedekind o-complete vector lattice X with a fixed unit 1. Take a mea-
surable function f :  — R. Given an arbitrary partition of the real axis

ﬁ:z ()\k)kez, A < >\k+1 (k S Z), lim A, = +o0,

n—too

put A := f~1([Ak, \g+1)) and compose the integral sums

a(f,8):="> AenlAr), T(f,B8):=Y  Mep1ia(Ar),
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where the sums are calculated in X. It is clear that
o(f,8) < 3 Ftu(Ar) < 3. 5)
— 00

for every choice of t, € A (k € Z). Also, it is evident that o(f, )
increases and 7 (f, 8) decreases as we refine the partition 3. If there exists
an element z € X such that sup{c(f,3)} = z = inf{(f, 3)}, where the
suprema and infima are calculated over all partitions 8:= (Ag)rez of the
real axis, then we say that f is integrable with respect to p or the spectral
integral I,(f) exists; in this event we write

1= [ faui= [ 10 dutt)i= =,

T

2.9.2. The spectral integral I,,(f) exists for every bounded measur-
able function f. If X is a universally o-complete vector lattice then every
almost everywhere finite measurable function is integrable with respect
to each spectral measure.

< Note that Ax, N A; = @ (k # 1) and U,y Ar = €; therefore,
(w(Ak))kez is a partition of unity in the Boolean algebra B. Putting
0:=suppcz{Ak+1 — Ax}, we can write down

0<a(f,8) —a(f,8) <D u(A) = 61.

kez

Consequently, a measurable function f is integrable with respect to u if
and only if 7(f,3) and o(f,3) exist at least for one partition 3. If f
is bounded then the sums &(f,3) and o(f, 3) contain at most finitely
many nonzero summands. If X is a universally o-complete vector lattice
and a measurable function f is arbitrary then the sums also make sense,
since in this case they involve at most countably many pairwise disjoint
elements. >

2.9.3. Theorem. Let X := %/ and let u be a spectral measure with
values in B:= C(X) := C(1"). Then for each measurable function f the
integral I,,(f) is the unique element of the Dedekind complete vector
lattice X satisfying the condition

[7.(f) < XN]=p{f <A} (AeR).
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< Take an arbitrary real A € R and a partition of the real axis g:=
(Ak)kez such that Ao = A. If b:= [I,(f) < A"] then

b=[3teR) (L(f) <tAt< )]

By the exhaustion principle, there exist a partition (bg)eez of b and
a family (t¢)eez C R such that t¢ < A and be < [1,(f) < ¢¢] for all €.
Hence, applying 2.2.4 (G), we derive

bea(f, B) < tebe < Abe (€ € B)
and further
Aibepp(Ag) < tebep(Ar) < Moep(Ar) (E€E, k€ Z).

For k > 1 we have Ay > A; therefore, bsp1(Ax) = 0. So,

b=\ be < /\ ( f_j )u{f<>\})

£e=

On the other hand, b*

= [
infer that \b* < b*I,(f) < b*

I.(f) = X\*] and, by 2.2.4(G), we again
a(f, ) or
A p(Ax) < 0" App(Ag) (k€ 2).
For k < 0 we have Ay < \; therefore, b*u(Ax) = 0. Consequently,
< N\ nlA)T = p <Q - U Ak) =p({f =2 A}).
k=—1 k=—1

This implies b > u({f < A}) and we finally obtain b = u({f < A}).
Assume that

[z <XN[=p{{f <A}) (AeR)

for some © € #|. Then by what was established above we have [z <
M) = [L.(f) < A*] for all A € R. This is equivalent to

[(VAeRY) (x <A L(f) <A)] =

Hence, recalling that R" is dense in Z, we get the equality [z = I,(f)] =
Lorxz=1I,(f). >
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2.9.4. Take a measurable function f :  — R and a spectral mea-
sure p : 3 — B:= C(X), where X is a Dedekind complete vector lattice.
If the integral I,,(f) € X exists then A — p({f < A}) (A € R) coincides
with the spectral system of I,,(f).

<1 Suffice it to compare 2.4.9 with 2.9.3. >

2.9.5. Theorem. Let X be a universally o-complete vector lattice
with an order unit 1 and let .#(),X) stand for the unital f-algebra of
measurable real functions on Q. Given a spectral measure p : % — By,
Bo := C(X, 1), the spectral integral I,(-) is a sequentially o-continuous
f-algebra homomorphism from .#(Q,X) to X.

<1 Without loss of generality we can assume that X C #Z| and Z|
is a universal completion of X (cp. 2.5.1(3)). Here Z is the field of the
reals in V(®) | where B is a completion of the algebra By. It is obvious that
the operator I, is linear and positive. Prove its sequential o-continuity.
Take a decreasing sequence (fy,)nen of measurable functions such that
lim, ;o0 fn(t) = 0 for all t € Q, and let z, := I,(fs) (n € N) and
0<eeR. If weassign A,,:= {t € Q: f,(¢t) < e} then Q@ =, 4,.
By 2.9.4, we can write down

n—r oo n—oo

o-limeZ" = o-lim u(A,) = \/ w(Ay) = 1.
n=1

Appealing to the test for o-convergence 2.6.2(2), we obtain
o-limy, o0 €, = 0. Further, given arbitrary measurable functions f,g :
Q — R, we derive from 2.7.4 (2) and 2.9.4 that

A = u{f vg <)
= u({f <A) Ap{g < AD) :eﬁ(f) /\e;(g) _ e;(f)VI(g)

(with I:= I,); consequently, I(fV g) = I(f)V I(g). It means that I, is
a lattice homomorphism. In a similar way, for f > 0 and g > 0 it follows
from 2.7.3 (2) and 2.9.4 that

5D — y({f g < A}) = u U {f<rinfg<s}

r,s€Q4

rs=\
= Vo udf<rhang<sh= "\ e nel@ =0
r,sEQ4 r,8€Q4

rS=A rs=A
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for 0 < A € Q, with Q the rationals. Thus, I(f-g) = I(f) - I(g). The
validity of the latter equality for arbitrary functions f and g ensues from
the above-established properties of the spectral integral:

I(f-9)=I(fTg")+I(f~9)—I(frg7)—I(fg")
=I(f) 1) +I(f)"1(9)” —I(NH)T1(9)” —I(f)"I(9)"
=I(f)-1(g)- >

2.10. FuncTiONAL CALCULUS

In a universally o-complete vector lattice X with an order unit we
can define ¢(z1,...,z,) € X, given a finite collection z1,...,zy € X
and a Borel measurable function ¢ : RN — R. To this end, we need the
auxiliary result:

2.10.1. Loomis—Sikorski Theorem. Let Q be the Stone space of
a Boolean c-algebra B. Denote by Clop, (Q) the o-algebra of subsets
of Q) generated by the collection Clop(Q) of all clopen subsets of Q.
Let A stand for the o-ideal of Clop,(Q) comprising all meager sets. If
1 is an isomorphism of B onto Clop(®) and ¢ is the quotient mapping
of Clop,(Q) onto the quotient algebra Clop,(Q)/A then the mapping
h:= ¢ o1 is an isomorphism of B onto Clop,(Q)/A.

<1 Observe that h is a homomorphism as the composite of two homo-
morphisms. If A(b) = 0 then u(b) € A and (b) = &, since no nonempty
clopen set is meager. Thus h is injective. To prove that h is surjective
put

F:={A € Clop,(Q): (Ibe B)p(A) =h(b)}.
Since Clop(Q) C & C Clop,(Q), it suffices to observe that .Z is a o-
algebra. If A € .7 with p(A) = h(b) then p(Q \ A) = h(b*), so that
Q\ A € #. Consider a sequence (4,,) of % and choose a sequence (b,,)
of B such that ¢(A4,) = h(by,). Put A:=J,~, u(b,) and Ag:= cl(4)\ A.
Since @ is quasiextremal, cl(A) is clopen and Ay is rare. Thus, we have
the representation ¢ (\/,—, b,) = Ag U A from which we easily deduce

(§) (o0 (-0

n=1

() (3

and the result follows. >
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2.10.2. Let eq,...,en : R — B be a finite collection of spectral
systems with values in a o-algebra B. Then there exists a unique B-
valued spectral measure y defined on the Borel o-algebra %or(RN) of
the space RN such that

N N
p <H(_°O’)‘k)> = N ex(Me)
k=1

k=1

for all A\y,..., Ay € R.

< Without loss of generality we can assume that B = Clop(Q), where
Q is the Stone space of B. According to 2.8.7, there are continuous
functions zj, : @ — R such that egx(\) = cl{z, < A} for all A € R and
k:=1,...,N. Put f(t) := (z1(t),...,zn(t)) if all xx(t) are finite and
f(t) := oo if zx(t) = +oo at least for one index k. Thereby we have
defined some continuous mapping f : @ — RN U{oo} (the neighborhood
filterbase of the point co is composed of the complements to various balls
with center the origin). It is clear that f is measurable with respect to
the Borel algebras %or(Q) and Zor(RY). Let Clop,(Q) and ¢ be the
same as in 2.10.1.

Define the mapping p : Bor(RY) — B by the formula

wA):=o(fH(A4) (A€ Bor(RY)).

It is obvious that p is a spectral measure. If A:= Hfj:l(—oo, Ak) then

N
FHA) = far < M),
k=1

and so u(A) = e;(A) A--- Aen(An). If v is another spectral measure
with the same properties as u then the set := {A € Bor(RY) : v(A) =
u(A)} is a o-algebra containing all sets of the form

=

(_007)‘1€) (>‘1a"'7>‘N € IR)

k=1

Hence, # = %or(RY). >

2.10.3. Let us take an ordered collection of elements z1,...,zy in
a Dedekind o-complete vector lattice X with unity 1. Let e** : R —
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B:= C(1) denote the spectral system of the element x;. By 2.10.2, there
exists a spectral measure p : Zor(RY) — B such that

N N
Iz <H(—00,>\k)> = N\ e ().

k=1 k=1

We may see that the measure p is uniquely determined by the ordered
collection r:= (21,...,zN) € XN, For this reason, we write Hy:= p and
say that u, is the spectral measure of the collection r. The following
denotations are accepted for the integral of a measurable function f :
RY — R with respect to the spectral measure p,:

i(f):: f(x):: f(xl""va):: Iu(f)

If ¢t = () then we also write Z(f):= f(z):= I,(f) and call p,:= p the
spectral measure of an element of . Recall that the space Z(RY,R) of
all Borel functions in RY is a universally complete Dedekind o-complete
vector lattice and a semiprime f-algebra.

2.10.4. Theorem. The spectral measures of the element f(r) and
a collection r:= (z1,...,xy) satisfy the equality

[y =Heo

where f1: Bor(R) — Bor(RN) is the homomorphism acting by the rule
A f7Y(A). In particular,

(fog)(r) =9(f(x))

for f € B(RN,R) and g € B(R,R) whenever f(r) and g(f(x)) exist.
< By 2.9.4, we have

e (—oo,t) = e = [f(x) <] = p o fH(—00,t)

for every t € R. Hence, the spectral measures i ¢(x) and pgof ' on Bor(R)
coincide on the intervals of the form (—oo,t). Reasoning in a stan-
dard manner, we then conclude that the measures coincide everywhere.
To complete the proof, it suffices to observe that (go f)" = f1og" and
apply what was established above twice. >

2.10.5. Theorem. For every ordered collection t:= (x1,...,zn) of
elements of a universally o-complete vector lattice X with unit 1, the
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mapping t : f — ¥(f) is the unique sequentially o-continuous f-algebra
homomorphism from %(RY,R) to X satisfying the conditions

i) =1, idty)=xr (k:=1,...,N),

where 1 is the identically one function on RN and dty, : (t1,...,tn) > tg
stands for the kth coordinate function on R .

< As was established in 2.9.5, the mapping f — £(f) is a sequentially
o-continuous homomorphism of f-algebras. From 2.10.4 we have

Bty (x) = My © (dte)™ = o, -

Consequently, the elements f(dty) = dtx(r) and xp coincide, for they
have the same spectral function. If h : Z(RY,R) — X is another ho-
momorphism of f-algebras with the same properties as {(-), then h and
z(-) coincide on all polynomials. Afterwards, we infer that h and ()
coincide on the whole Z(RY,R) due to o-continuity. >

2.11. BOOLEAN VALUED VECTOR LATTICES

In this section we will show that a vector lattice arises as the Boolean
valued interpretation of a vector lattice if and only if the latter admits
the structure of an f-module.

2.11.1. Let A be an f-algebra. Recall that every f-algebra is com-
mutative. A vector lattice X is said to be an f-module over A if the
following are satisfied:

(1) X is a module over A (with respect to the multiplication A x X >
(a,z) — ax € X).

(2) az >0forallae Ay and z € X,

(3) = L y implies ax | y for alla € A, and z,y € X.

A vector lattice X has the natural f-module structure over Orth(X):
mx:=7(z) (x€ X, € Orth(X)).

Clearly, X is an f-module over an arbitrary f-submodule A C Orth(X)
and, in particular, over Z2°(X). If a Dedekind complete vector lattice Y’



96 Chapter 2. Boolean Valued Numbers

is an f-module over an f-algebra A then the space L™(X,Y") of regular
operators from X to Y also has the natural f-module structure:

(@) :z—a(Tz) (reX) (acA TelY(X,Y)).

2.11.2. Let X be an f-module over an f-algebra A. Then the
following hold:

(1) (aVvbd)z = (azx) V (vz) and (a Ab)x = (az) A (vz) for all a,b € A
and x € X,.

(2) |az| = |a||z| for all a € A and x € X.

(3) a L b implies ax L by for all a,b € A and z,y € X.

It is clear that if @ € A and the operator m, in X is defined as
a2 := ax then m, € Orth(X). Moreover, the mapping h : a — 7, is
a positive algebra homomorphism from A to Orth(X) and so h is a lattice
homomorphism, since Orth(X) is a semiprime f-algebra. Conversely, if
X is a vector lattice and h is an f-algebra homomorphism from an f-
algebra A to Orth(X), then h induces an f-algebra structure over A
on X by putting az:= h(a)z (z € X).

If the f-algebra A has a unit element e € A then 7, is a band
projection in X. An f-module X is called unital if 7, = Ix.

2.11.3. Let X be a vector lattice, B a complete Boolean algebra and
7 a complete homomorphism from B into B(X). Say that X is a vector
B-lattice if j(b) is a projection band for all b € B. In this case we identify
J(b) with the corresponding band projection [j(b)] and write B C P(X).
A vector B-lattice X is said to be B-complete if for every family (z¢)ec=
in X and every partition of unity (b¢)¢cz in B there exist z € X such
that bex = bexe for all £ € 2. This element x is called the mizture of
(z¢)eez by (be)ecz and we write z:= mixeez bexe (cp. 1.4.3).

Denote by Sto(B) the subspace of Orth(X) consisting of the operators
22:1 A7, where m1,..., T, are pairwise disjoint members of B and
A,y .- An € R Clearly, Ag:= Sto(B) is an f-subalgebra of Orth(X) and
X is an f-module over Ayp.

If X is B-complete then for every partition of unity (m¢)¢cz in B
and every family of reals (A¢)ecz there exist an orthomorphism 7' :=
> eez Aeme € Orth(X) such that T = A¢me for all § € E. Let St(B)
stand for the set of all orthomorphisms of this form. Then A:= St(B) is
an f-subalgebra of Orth(X) and X is an f-module over A.
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2.11.4. Theorem. If 2~ € V®) js an internal vector lattice over
the internal field R", then Z | is a B-complete vector lattice over R and
there exists a complete Boolean monomorphism j: B — P(Z']) with

b< [z <y] <= sz <)y (z,y € 275 beB).

Moreover, there exists a Boolean isomorphism s from P(Z"]) onto
P(Z")] such that the diagram commutes

B

P(Z')) P(2)!

Fes

where ¢ is defined as in 1.10.2.

<1 The proof can be given along the lines of the proof of the Gordon
Theorem with obvious modifications. Alternatively we can use 1.8.6. In
the latter case 2 is considered as an algebraic system with the universe
| 2|, the nullary operation 0, the l-ary operations {+} U R", and the
predicates {=,<}. The symbol A € R”" is identified with the operation
z— Az (x € Z7). Then it should be observed that for each 7 € P(X) the
set cp:= {(z,y) € X x X : mz = mwy} is a congruence of the algebraic
system 2" = (]27],0,4+, (A)aerr, <) and the mapping © — ¢, is an
isomorphism of P(X) onto a complete Boolean algebra of congruences
of Z (cp. 1.7.5 and 1.7.9). >

2.11.5. For every vector B-lattice X there exists 2", 2% € V® such
that the following hold:

(1) [Z is a vector lattice over R"] = 1.

(2) there is a lattice isomorphism h from X to 2| satisfying 2| =
mix(h(X)) and b=h"103(b) o h for all b € B.

(3) [2°° is a Dedekind completion of 2] = 1 and Z°°| is a Dedekind
completion of 2" |; i.e., (27])° = (27°)].
<1 Let X be a vector B-lattice. Define d, P< : X x X — B by putting
d(z,y):= /\ {beB: b'z=b"y};
Pe(z,y):= \{beB: b*z < by}
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for z,y € X. It is immediate from the definitions that d is a B-metric
on X and for all z,y,u,v € X and X\ € R the inequalities hold:

d(z +u,y +v) < d(z,y) Vd(u,v),
d(Az, \y) < d(z,y),
Pg(z,y) & P<(u,v) < d(z,u) Vd(y,v).

It follows that A= (X, +, (A\)xer, P<) is an algebraic B-system of signa-
ture {+, P<} UR. By 1.8.8 within V(B) there exists an algebraic system
Z = o of signature {+, P<}" UR" with the properties 1.8.8(2-4).
Direct calculation of truth values on using 1.7.6 shows that |¢|? = 1
with ¢ the formula of signature {+, P<} U R formalizing the sentence
“X is a vector lattice over R.” It follows from 1.8.8(4) that 2  is
a vector lattice over R" within V(®). Observe also that (2) follows
from 1.8.8(3).

The claim (3) amounts to saying that [2" is an order dense majorizing
sublattice of 27%] = 1 if and only if 2"} is an order dense majorizing
sublattice of 27°] (cp. Luxemburg and Zaanen [297, Theorem 32.7]).
An easy verification of the latter is left to the reader. >

2.11.6. Theorem. If 2 is a universally complete vector lattice
in V®)  then 2| is a universally complete vector lattice and there exists
a lattice isomorphism j from %\ onto an order closed sublattice X C
X with 1 := j(1") € Xo a weak order unit of X. Moreover, there
is a Boolean isomorphism » from P(2")] onto P(%Z|) such that the
diagram

B —— P(%))

| |
P(2)L —2 P(2])

commutes, where ¢ and x are defined respectively as in 1.10.1 and 2.2.4
and » is induced by j with j: 7 — [3(w1")] (7 € P(Z))).

< Working within V(B) and using transfer, we put 2:= P(.2") and
observe that 2" is lattice isomorphic to G(2) by 2.8.4. At the same time,
by 1.10.1 D:= 2 is a complete Boolean algebra and there is a Boolean
isomorphism from B onto an order closed subalgebra Dy C D. Moreover,
according to 2.8.3 and 2.8.5 &(D) is a universally complete vector lattice
and &(Dy) is an order closed sublattice in (D) isomorphic to %Z.. Prove
that 6(2)| and &(D) are isomorphic algebraic systems. If € € 5(2){
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then [e : #Z — 2 is a spectral function] = 1. Since spectral functions as
well as operations and order on G(2) are uniquely determined by the
values on a dense subfield in & and since R" is a dense subfield of %,
we can replace € by its restriction onto R*. Denote by e the modified
descent of €|gn; i.e., e : R — D is defined by [e(t) = e(t")] = 1 (t € R).
An easy calculation ensures that e is a spectral function. >

2.11.7. Let F be a dense subfield of R and let X be a vector lattice
over F. A Dedekind complete vector lattice X9 over R is said to be
a Dedekind completion of X whenever X is lattice isomorphic to a ma-
jorizing order dense sublattice X° (which is identified with X).

If X is Archimedean then X has a Dedekind completion X°® unique
up to lattice isomorphism. This fact can be proved by the method of
cuts just as the classical result (cp. [297, Theorems 32.3 and 32.5] and
[403, Theorems I11.3.2 and IV.11.1]).

It follows also that if X is Archimedean then X has a universal com-
pletion XY unique up to a lattice isomorphism; i.e., X? is a universally
complete vector lattice and X is lattice isomorphic to an order dense
vector subspace of X.

2.11.8. Let X be a vector B-lattice. Then there exist 2", 2% € V(B)
such that

(1) [Z is a vector lattice over R* and 2™ is a universal completion

of ] =1.

(2) There is a lattice isomorphism h from X into 2| such that
(ZU|,h) is a universal completion of X and b = h=! o 3(b) o h for all
b € B, where j is defined as in 2.11.4.

< Put D:= P(X) and B:= P(Xj) and let y be the embedding of B
to D. Then &(D) and &(B) are universally complete vector lattices iso-
morphic to X and Xy, respectively. By 1.9.3 there exists a complete
Boolean algebra 2 in V(®) and we have a Boolean isomorphism A from
D onto 2| and a Boolean isomorphism ¢ from B onto an order closed
subalgebra in 2] such that ¢ = jo h. By transfer 2 := 6(2) is a uni-
versally complete vector lattice in V(B) and P(Z) is isomorphic to Z. It
remains to appeal to 2.11.3. >

2.11.9. Let X be an f-module over Z(Y') with Y a Dedekind com-
plete vector lattice and B = P(Y). Then there exist 2", 279, 2 € V(B)
such that

(1) [Z is a vector lattice over Z] = 1, Z'|] is an f-module over A",
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and there is an f-module isomorphism h from X to 2| satisfying Z'| =
mix(h(X));

(2) [27 is a Dedekind completion of 2] =1, 27°| is an f-module
over AY, and X is f-module isomorphic to an order dense f-submodule
in (2°])°.

(3) [Z™ is a universal completion of 2] =1, 2] is an f-module
over AY, and X is f-module isomorphic to an order dense f-submodule

in (Z°])".

2.12. VARIATIONS ON THE THEME

In this section we raise the following question: Which uniformities are
generated by the metrics that take values in some vector lattices? It is
clear that if (X, p) is a metric space, A is a vector lattice and 0 < e € A,
then the A-valued metric (z,y) — p(z,y) - e (z,y € X) determines
the same uniformity as p. Consequently, the question raised becomes
nontrivial only if we additionally require that the A-valued metric uses
a substantial part of A rather than just its one-dimensional subspace
spanned by e. This extra assumption, for instance, provides decompos-
ability. Thus, we are to clarify necessary and sufficient conditions for
a uniformity % on X to be generated by a decomposable metric with
values in a universally complete vector lattice.

2.12.A. Vector Lattice Valued Metrics
We introduce the main definitions and notation that are dealt with
henceforth.

2.12.A.1. Consider a nonempty set X and a vector lattice A. A map-
ping p: X x X — A is called a (vector, or A-valued) semimetric on X if
for all x,y, z € X the axioms are valid:

(1) p(z,y) =0, p(z,z) =0,

(2) p(z,y) = p(y, z),

(3) p(z,y) < plz,2) + p(2, ).

A semimetric p is said to be a metric if from p(x,y) = 0 it follows that
x =y for all z and y in X.

Much of the sequel is valid for general semimetrics, but we confine
exposition to the case of vector metrics. A pair (X, p) is said to be a A-
metric space, if X is a nonempty set and p is a metric on X with values
in some vector lattice A.
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2.12.A.2. Given an arbitrary net (2, )qc4 in a A-metric space (X, p),
we say that

(a) (zq) po-converges (pr-converges) to an element x € X if
o-lim p(z,z4) = 0 (rc;lelglp(% Ta) = 0);
(b) (z4) is po-fundamental (pr-fundamental), if

o-lim plea, ) =0 (r-lim p(za, 25) = 0);

(c) the space (X,p) is po-complete (pr-complete) if each po-
fundamental (pr-fundamental) net in X has a po-limit (pr-limit);

(d) a subspace Xy C X is po-closed (pr-closed) if Xy contains the
po-limits (pr-limits) of all po-converging (pr-converging) nets in Xj.

A vector metric enables us to provide the underlying set both with
a Boolean metric and a uniformity.

2.12.A.3. We assume henceforth that the vector lattice A under
consideration is Dedekind complete. Take a A-metric space X with a A-
valued metric p. Let j be an isomorphism of a complete Boolean algebra
B onto the base P(A) of A. Define the mapping d : X x X — A by putting
d(z,y) := 77Y([p(z,y)]) for all x,y € X. Recall that [u] stands for the
band projection onto utl. We can easily check that d is a Boolean
metric on X. Thus, each A-metric space transforms canonically into
a B-set. This fact allows us to use Boolean valued models for the study
of A-metric spaces.

Take an arbitrary family (z¢)¢c= in X and a partition of unity (b¢)ec=
in B. An element x € X coincides with the mixture mix(bsx¢) (relative
to the canonical B-metric d) if and only if med(ze, ) = 0 for all £ € E,
where m¢ = j(be). For convenience, from now on assume that B = P(A).

Recall that mixing in a B-set is not always possible. A A-metric
space X as well as its metric p is called mix-complete or laterally complete
if there exist mixtures of all families (z¢) in X by all partitions of unity
(be) in B. We say that (X, p) is decomposable if there exist mixtures of
all finite collections by all finite partitions of unity.

2.12.A.4. Let A be a universally complete vector lattice. Let &
denote the filter of all order units in A; i.e., e € & means that 0 < e € A
and {e}*+ = A. The collection of sets {[—e, €], e € &} constitutes a base
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of zero neighborhoods for the unique topology T making (A, 7) a complete
separated topological group (but not a topological vector space). Given
e€ &, put Ulp,e):={(z,y) € X?: p(z,y) < e} = p~'([-e,¢]). Clearly,
the sets U(p,e) (e € &) form a fundamental system of entourages for
the unique uniformity on X. This uniformity will be referred to as
the uniformity generated by the A-metric p. Below, while talking about
the uniform structure of a A-metric space (X, p), we bear in mind the
uniformity.

2.12.A.5. The inclusion-ordered set of all uniformities % (X) on a set
X forms a complete lattice. The bottom O of the lattice is the uniformity
having the single entourage X?2. Consider the interval [0, 7] := {F' €
Uw(X):0< % < F}. The complete Boolean algebra of components
of & is defined as the complete Boolean algebra & C [0, #] in which
suprema are inherited from the lattice %/ (X) and .Z serves as the order
unit of A. It is easily seen that if B is a complete Boolean algebra and
there is an injective mapping x : B — [0,.%#] preserving the suprema of
all sets and having x(1) = .%, then x(B) is a complete Boolean algebra
of components of 7.

2.12.A.6. Now we give the main definition of the current section:
Fix the complete Boolean algebra & of components of a uniformity .%.
Take a family (z¢)ecz in a space X and a partition of unity (Fe)ees
in 2. We assume that there is z := \/; .z F¢(z¢), where the supremum
is taken in the complete lattice of all filters on X and Z¢(x¢) denotes the
set of subsets V(z¢) :={y € X : (z¢,y) € V} (V € F). We call x the
mizture of (xz¢) by (F¢) and denote x by AB-mixecz(Fexe). The space
X is called B-decomposable (B-complete) if there exist Z-mixtures of
all finite (arbitrary) families in X by all finite (arbitrary) partitions of
unity in #.

2.12.A.7. A filterbase %y is called a %-cyclic base of a uniformity .#
provided that

(1) every entourage Vy € % is closed under %-mixing; i.e., if
((we, ye))ees lies in Vy, while (F¢)eexz is a partition of unity in Z such
that there exist z := Z-mixecs(Fexe) and y := HB-mixecs Feye), then
(.TE, y) € VO;

(2) each set V' € % includes a subset of the form

Vo := B-mix(FeVe) = {#- mix(Fewe) + w € Ve (€ € 2)},

where (V) is a family in .%, and (%) is a partition of unity in 2.
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2.12.A.8. We say that a uniform space is completely metrizable by
a Dedekind complete vector lattice A if its uniformity is determined by
a decomposable A-valued metric as in 2.12.A 4.

Consider the three examples of mix-complete metric spaces.

2.12.A.9. Take a metric space (Z,p) in the Boolean-valued
model V(B with a fixed complete Boolean algebra B. Let % be the
reals within V(®) and A := 2].

If X = 2| and p := pl then p: X? — A is a metric and the space
(X, p) is mix-complete. The latter space is po-complete if and only if the
internal metric space (%, p) is complete within V().

2.12.A.10. Let @ be an extremally disconnected compact space and
let (X, p) be a metric space. Denote by Co(Q,X) the set of cosets of
continuous mappings from comeager subsets of @ into X. To put it in
more detail, an element z € Coo(Q, X) is uniquely determined by the
conditions: (a) for every u € z, there is a comeager subset Q(u) C Q (i.e.
the complement of a meager subset) such that v is a continuous mapping
from Q(u) into X; (b) if u,v € z then u(t) = v(t) for all t € Q(u) NQ(v).
Take arbitrary elements y,z € Coo (@, X). Let u € y and v € z. Then
the function ¢ — p(u(t),v(t)) (t € Q(u)NQ(v)) is defined on a comeager
set and is continuous. Consequently, it determines the unique element
w of Cp(Q) := Coo(Q, R); the element w is independent of the choice of
u €y and v € z. We set p(y, z) := w by definition. Clearly, that g is a
vector metric on Coo (@, X) with values in Coo (Q).

If (X, p) is a metric space then (Coo(Q, X), p) is a mix-complete A-
metric space with A:= C(Q). Moreover, Co.(Q, X) is po-complete if
and only if X is complete.

2.12.A.11. Consider a metric space (X, p). Let T be the topology
on X determined by the metric p. A mapping ¢ : 7 — B is called a
Cauchy B-filter if ¢ satisfies the conditions:

(1) p(2) = 0;
(2) o(UNV)=pU) Ap(V) for all U,V € T;
B) V{p(V): VxV c{p<e}}=1 forevery 0 <e€R.

Say that a Cauchy B-filter ¢ is minimal of ¢ has the uniform regu-
larity property:

o) =\/{e(V):Ver U,(V)CU 0<ecR} (Uer),

where U, ,(V) = {z € X : (3v € V) p(v,z) < €}. Denote the set
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of minimal Cauchy B-filters by BX. Let A be the universally complete
vector lattice of all spectral systems in B (see Theorem 2.8.3). We will
determine a A-valued metric on BX. Given ¢, € BX we put

ex:=\/{e(U) Ap(V): UV er UxV C{p<A}},

if0<AeRandey:=0if A <0. It can be verified that the mapping
e: X — ey (A €R) is a spectral system in B. We put r(p, ) :=e.

The mapping r : BX x BX — A is a metric and (BX,r) is a mix-
complete A-metric space.

2.12.B. Metrization by Vector Lattices

The aim of this section is to prove the following metrization result.

2.12.B.1. Theorem. A separated uniform space (X,.%) is comple-
tely metrizable by a Dedekind complete vector lattice A with unit if and
only if X is #B-decomposable and the uniformity % possesses a count-
able Z-cyclic base with respect to some complete Boolean algebra % of
components of . which is isomorphic to P(A).

2.12.B.2. Let p: X x X — A be a decomposable metric generating
the uniformity % as in 2.12.A.4. Then .# has a countable %B-cyclic base
with respect to some complete Boolean algebra % of components of %
which is isomorphic to P(A).

< Associate to each projection b € B := B(A) the uniformity .#°
on X that is determined by the fundamental system of entourages

U(bpa 6) = {(:zr,y) €Xx?: bp(:r,y) < 6}7

where e ranges over the filter of order units & in A. Clearly, the map-
ping b+ .#° (b € B) is injective, preserves suprema, and associates .#
with the unit of the algebra B by our assumption of metrizability. Con-
sequently, the mapping gives an isomorphism of B onto the Boolean
algebra of components of .#. As for the conditions required, we, for ex-
ample, will prove #-decomposability, where & is the image of B under
the isomorphism indicated.

Take z,y € X and b € B and put z := p-mix{bz,b*y}. This means
that z € X and bp(z, z) = b*p(y,z) = 0. Let some neighborhoods of z
and y in the uniform topology corresponding to .Z° and .Z%" look like
U:={ueX: bp(x,u) <e}and V:={v e X : b*p(y,v) < e}, where
ec & W :=UnNYV then for every w € W we have

bp(z,w) < b(p(z,2) + p(x,w)) = bp(z,w) <e,
b p(z,w) < b*(p(z,9) + p(y, w)) = b"p(y, w) < ¢
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i.e., p(z,w) < e. Therefore, W € .Z(z). Thus, z = im(Z°(z)V.Z* (y)).
The similar reasoning demonstrates that the sequence {p < n~'1} (n €
N) forms a %-cyclic filterbase of the entourages of Z#. 1>

2.12.B.3. Let (X, %) be a #8-decomposable separated uniform space
with 9% the complete Boolean algebra of components of % isomorphic
to B. Then X is a decomposable B-set.

< Assume that there is an isomorphism b +— .#° of a complete
Boolean algebra B onto the Boolean algebra % of components of .%.
Given a pair of elements z,y € X, put

d(m,y)::/\{be B: (z,v) Eﬂﬁzb*}.

It is obvious that d(z,y) = d(y,z) and d(z,z) = 0 for all z,y € X.
Assume that d(z,y) = 0. Then

j:ﬁlz\/{ﬁb: (z,9) €7 };

consequently, (z,y) € (. = A(X?) or x = y. Take b,c € B such that
(z,y) € NZ° and (z,y) € Z°. Since .#b\¢ is a uniformity on X,
the set V := .\ is symmetric. Moreover, (z, 2), (z,y) € V; hence,
(z,y) € V. From the definition of d we have d(z,y) < (bAc¢)* =b* V c*.
By taking infima over b* and c*, we arrive to the triangle inequality for d.

Thus, (X,d) is a B-set; let us prove that X is decomposable. To
this end, take arbitrary z,y € X and b € B. By assumption z = %-
mix{bz, b*y} exists. From the containment z € ((F(x) V.Z" (y)) it is
clear that (z,2) € (.Z? and (y,2) € (.Z? . Hence, from the definition
of d we obtain d(x,z) < b* and d(z,y) < b, or, which is the same,
bAd(z,z) =0 and b* Ad(z,y) = 0. This means that z = d-mix(bz, b*y),
where d-mix denotes the mixing operation on the B-set (X,d). So the
decomposability of (X,d) is corroborated. The same reasoning shows
that the mixtures %-mixgez(F0€xe) and 2z = d-mixeez(bexe) coincide
for all (z¢) C X and (bg) C B. Therefore, in what follows we will simply
write mix, while denoting the two mixing operations. >

2.12.B.4. We are able now to prove 2.12.B.1.
< Let 2 € V(B) be a Boolean valued representation of a B-set (X, d).
Without loss of generality, we can assume that X ¢ X’ := 2| c V(B

and that [z # y] = d(z,y) for z,y € X (cp. 1.7.2). Let % be a countable
PB-cyclic filterbase of . Put §:= {V1:V € F}, Fo:={VT:V €
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Fo}T. Show that (£, F) is a uniform space and that o is a countable
filterbase of §. The fact that § is a filterbase within V() is plain from
the calculation:

[(VA,BeF)AnBeg]= /\ [AtnBteF]

A,BeF
> A [AnB)teg]= A [Cteg] =1
A,BeF CeF

Assuming that A € %, B € V(®) and [AtC B C 2°?] = 1, and putting
Vg := Bl N X? we see that Vg € Z and [B € §] = 1, since A C
AtINX?CVgand [B €] =Vyexr[VT=B] > [Vt = B] = 1. Now
it is easy to estimate

[VAeF)(VBC 2?)(ACB— Beg]
- /\ /\{[[Beg]]: [Atc BC 27 =1} =1,

AesF

so that § is a filter within V(®.

Demonstrate that § is a filterbase of §. Take an arbitrary entourage
A € Z. We will establish that there is an element B € V(B) for which
[B € §o] =1 and [AT C B] = 1. The last equalities are equivalent to
B € Fol = mix{V1:V € %} and mix(A) C B]. The latter are fulfilled
since % is a H-cyclic base (cp. 2.12.A.7(2)).

Observe that every set V € % is cyclic (cp. 2.12.A.7(1)); conse-
quently, (V o V) t= V1 oV 1. Also, the equality (V1) t= (V 1)1 is
true for every V C X. From here we see that

(VU €F)3V eFo)VoV CU] =1,
[(VUEFBVEeFV ' =VAVCU)]=1.

If [(z,y) € N(&o)] = 1 then (z,y) € ATl= mix(4) = A for every
A€ Fy (cp. 2.12.A.7(1)). Since .# is a Hausdorff uniformity, it follows
that * = y. Thus, [ §° = I2] = 1; ie., § is a Hausdorff uniformity
within V().

Take a mapping ¢ from the naturals w onto %#,. Put 9(n) :=
@o(n)t(n € w). Then 91 is a mapping from w”" onto Fo within V(B
Since ¢¥1(w") = ¥ (w)T, we have im (¢¥1) = §o by 1.6.8 and hence Fo is
a countable set within V().
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Thus, V® = [(X,§) is a Hausdorff uniform space with a countable
base of the uniformity]. By the well-known metrization theorem from
general topology, the uniformity § is generated by some metric p. Put
X:= %] and p’ ;= pl. By 2.12.A.9, (X', p') is a A-metric space, where
A = Z|. Tt is easy that U(p,e)| = U(p/,¢e) for e € AT, [¢ > 0] = 1.
If p is the restriction of the metric p’ to X then U(p,e) = U(p',e) N X?;
consequently, p is the required metric on X. >

2.12.C. Boolean Compactness
In this section we present the notion of a cyclically compact (or mix-
compact) set arising as a Boolean valued interpretation of compactness.

2.12.C.1. Suppose that (X, p) is a A-metric space, (Z,)nen C X, and
x € X. Say that a sequence (T, )nen approzimates x if inf,,>x p(zy, ) =0
for all £ € N. Call a set K C X mix-compact if K is mix-complete and
for every sequence (x,)nen C K there is x € K such that (zp)nen
approximates x. It is clear that in case A = R mix-compactness is
equivalent to compactness in the metric topology.

2.12.C.2. As is easily seen, mix-compactness is an absolute concept
in the following sense: If X and Y are A-metric spaces, X is a decom-
posable subspace of Y, and K C X then the mix-compactness of K in X
is equivalent to that in Y.

2.12.C.3. Suppose that 2 is a metric space within V().

(1) A subset K C %'\ is mix-compact if and only if K is mix-
complete and V(®) |= “K* is a compact subset of 2".”

(2) V(®) = “# is a compact subset of 27 if and only if X | is
a mix-compact subset of Z'.

< (1): The compactness of K1 within V(B) is equivalent to

VE = (Vo : N = Kt)(Tz € K1)(Vk € N")
inf {p(o(n),z) : k<neN"} =0.

Taking account of 1.6.8 and recalling the equality cyc(K) = K
(cp. 1.6.6), we conclude that the above formula amounts to (Vs : N — K)
(3z € K)(VE € N)g, where p:= (VB = inf{p(st(n),z) : n > k"} = 0).
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It remains to observe that

o= V) (Ve € 2,) (V> K)(e < plst(n).2) > e = 0)”

(2): Put K := #|. If V® = “% is a compact subset of 27
then, using the obvious mix-completeness of K and applying (1), we
conclude that K is a mix-compact subset of 2™ |. Conversely, if K is
a mix-compact subset of 2| then, as K1= .#, we have V(B) E “X is
a compact subset of 27 due to (1). >

2.12.C.4. Denote by Prty(B) the set of sequences v : N — B that
are partitions of unity of the Boolean algebra B. For vq,vs € Prty(B),
the formula v; < v abbreviates the following: If m,n € N and v;(m) A
va(n) # Op then m < n.

Let (X, p) be a mix-complete A-metric space. Given a mix-complete
subset K C X, a sequence s : N — K, and a partition v € Prty(B),
put s, := mixpenv(n)s(n). A cyclic subsequence of s : N — K is each
sequence of the form (s, ), <y, Where (vg)rew C Prty(B) and vy < vy
for all k € N.

A subset K C X is called cyclically compact if K is mix-complete and
each sequence of elements in K admits a cyclic subsequence convergent
to an element of K in the metric p.

2.12.C.5. Let X be a mix-complete A-metric space. A subset K C
X is cyclically compact if and only if K is mix-compact.

< =: Let K be a cyclically compact subset of X. Consider an
arbitrary sequence s : N — K. By the definition of cyclic compactness
there exist a sequence (vg)gen C Prty(B) and an element x € K such
that (Vk € N)(vk < vgy1) and o-limg_0 p(Sy,, ) = 0. The inspection
of the latter formulas shows that

inf {p(>¢,2) : > € mix{s(n): n>k}} =0

for all £k € N and so the sequence s approximates x € K, since for each
% = mix, > T, 8(n), with (7m,)n>k € Prty(B), we have

7o (30 p(s(n). ) ) < mnp(s(om). )

< Tmp(s(m), ) + Tmp(se, ) = Tmp(32,2) < p(52, 1)
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for all m > k and, consequently,

inf pls(n).w) = sup mn (inf pls(n),2)) < ploe, ).

<=: Suppose now that K is a mix-compact subset of X and let
s: N — K. According to 2.12.B.3 we can assume that X is a decom-
posable subset of 2|, where V(B) = “(2" p) is a metric space.” Put
o :=s1. Then V(®) |= o : N — K1. Moreover, 2.12.C.2 and 2.12.C.3 (1)
imply V(B) = “K1 is a compact subset of .2".” Applying the classical
compactness criterion within V(®) consider z € K and .4 € V(B such
that

VE =« N N, A (k) <A (k+1),

p(a(A(k)),z) < % for each k € N.

Put v (n) := [A# (k") = n"] for all k,n € N. A routine verification shows
that vy, € Prty(B) and (Vk € N) v, < vg41. Moreover, for each k € N
we have V® = s, = (4 (k")) and, consequently, p(s,,,z) < te. >

2.12.C.6. Let (X,p), A, and & be the same as in 2.11.A.4. Take
a projection m € B(X) and an order unit e € &. The set © C X will
be called a (p,e,m)-net in X if, for every x € X, there is an element
y € © such that mp(x,y) < e. The next fact is an interpretation of the
Hausdorff compactness criterion in a Boolean valued model.

2.12.C.7. For a decomposable A-metric space (X, p), the following
are equivalent:
(1) X is cyclically compact.

(2) X is po-complete and, for every e € &, there exist a sequence
(©n)nen of finite subsets ©,, C X and a countable partition of unity
(mn)nen in P(A) such that mix(©,,) is a (p, e, m,)-net in X for alln € N.

2.13. COMMENTS

2.13.1. (1) In the history of functional analysis, the rise of the the-
ory of ordered vector spaces is commonly ascribed to the contributions
of Birkhoff, Freudenthal, Kantorovich, Nakano, Riesz, et al. At present,
the theory of ordered vector spaces and its applications constitute a noble
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branch of mathematics, representing one of the main sections of contem-
porary functional analysis. The various aspects of vector lattices and
positive operators are presented in the monographs by Abramovich and
Aliprantis [5]; Akilov and Kutateladze [22]; Aliprantis and Burkinshaw
[26, 28]; Kusraev [222, 228]; Kantorovich, Vulikh, and Pinsker [196];
Lacey [275]; Lindenstrauss and Tzafriri [281]; Luxemburg and Zaanen
[297]; Meyer-Nieberg [311]; Schaefer [356]; Schwarz [361]; Vulikh [403];
and Zaanen [427]).

(2) The credit for finding the most important instance of ordered
vector spaces, a Dedekind complete vector lattice or a Kantorovich space,
belongs to Kantorovich. This notion appeared in Kantorovich’s first
article on this topic [191] where he stated an important methodological
principle, the heuristic transfer principle for Kantorovich spaces: “the
elements of a Dedekind complete vector lattice are generalized numbers.”

(3) At the very beginning of the development of the theory, many
attempts were made at formalizing the above heuristic principle. These
led to the so-called theorems of relation preservation which claimed that
if some proposition involving finitely many functional relations is proven
for the reals then an analogous fact remains valid automatically for the
elements of every Dedekind complete vector lattice (cp. [196, 403]). The
depth and universality of Kantorovich’s principle were demonstrated
within Boolean valued analysis.

2.13.2. (1) The Boolean valued status of the concept of Kantorovich
space (= Dedekind complete vector lattice) is established by Gordon’s
Theorem obtained in Gordon [133]. This fact can be interpreted as fol-
lows: A universally complete vector lattice is the interpretation of the
reals in an appropriate Boolean valued model. Moreover, it turns out
that each theorem on the reals (in the framework of ZFC) has an analog
for the corresponding Dedekind complete vector lattice. The theorems
are transferred by means of the precisely-defined procedures: ascent, de-
scent, and canonical embedding, that is, algorithmically as a matter of
fact. Descending the basic scalar fields opens a turnpike to the intensive
application of Boolean valued models in functional analysis. The tech-
nique of Boolean valued analysis demonstrates its efficiency in studying
Banach spaces and algebras as well as lattice normed spaces and mod-
ules. The corresponding results are collected and elaborated in Kusraev
and Kutateladze [249, Chapters 10-12].

(2) If if p is a Maharam measure and B in Theorem 2.2.4 is the al-
gebra of all y-measurable sets modulo sets of p-measure zero, then Z|
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is isomorphic to the universally complete vector lattice L°(u) of (cosets)
measurable functions. This fact (for the Lebesgue measure on an inter-
val) was already known to Scott and Solovay [368]. If B is a complete
Boolean algebra of projections in a Hilbert space H then Z#| is isomor-
phic to the space of all selfadjoint operators A on H admitting spectral
resolution A = [AdE\ with E) € B for all A € R. The two indicated
particular cases of Gordon’s Theorem were intensively and fruitfully ex-
ploited by Takeuti [379, 380, 381].

(3) The object Z| for general Boolean algebras was also studied by
Jech [180, 181, 182] who in fact rediscovered Gordon’s Theorem. The
difference is that in [184] a universally complete (complex) vector lat-
tice with unit element is defined by another system of axioms and is
referred to as a complete Stone algebra. The contemporary forms of the
above mentioned relation preservation theorems, basing on Boolean val-
ued models, may be found in Gordon [135] and Jech [181] (cp. also [248]).

(4) The forcing method splits naturally into the two parts: one is
general and the other, special. The general part comprises the appa-
ratus of Boolean valued models of set theory; i.e., the construction of
a Boolean valued universe V(®) and interpretation of the set-theoretic
propositions in V(B), Here, a complete Boolean algebra B is arbitrary.
The special part consists in constructing particular Boolean algebras B
providing some special (usually, pathological and exotic) properties of
the objects (for example, Dedekind complete vector lattices) obtained
from V(®). Both parts are of interest in their own right, but the most
impressive results stem from their combination. In this book, like in
the most part of research in Boolean valued analysis, we primarily use
the general part of the forcing method, using in some places cardinal
collapsing phenomena. The special part is widely employed for proving
independence or consistency (cp. Bell [43], Dales and Woodin [101], Jech
[184], Rosser [350], Takeuti and Zaring [388]).

2.13.3. (1) Theorems 2.3.2 and 2.3.4 are companions for Gordon’s
Theorem from the very beginning of Boolean values analysis. The com-
plex structure of %] was intensively employed by Takeuti [380]—[384] and
multiplication on #| was examined by Gordon [134, 136, 137]. Some-
times it is useful to consider another companions of the Gordon Theorem
treating quaternions and octonions.

(2) Let H be the quaternion algebra and let O be the Cayley alge-
bra. Recall that the Cayley algebra is an 8-dimensional algebra over R
which is noncommutative and nonassociative, and the elements of O are
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Cayley numbers or octonions. Then [H” and O" are normed algebras
over the field R"] = 1. Let s and € stand for the norm completions
respectively of H* and 0" within V(B). It is easy to show (using, for ex-
ample, the Hurwitz Theorem) that [ # is the quaternion algebra] = 1
and [0 is the Cayley algebra] = 1. If @ denotes the Stone space of B
then the descents (restricted descents) of .7 and & can be described as
Coo(Q,H) and Coe (Q, 0) (C(Q, H) and C(Q, 0)), respectively. These ob-
jects occur in classification and representation theory of Jordan operator
algebras; see Ajupov [15, 16]; Hanshe-Olsen and Stérmer [165].

(3) Subsections 2.3.5-2.3.7 can be considered as analytical versions
of Shoenfield type absoluteness theorems (see Takeuti [380, Lemma 2.7]):
Let By be a complete subalgebra of B and let % be the reals within V(Bo)
If uy,...,u, € Z| and ¢ is a ZFC-formula of the class X3 or 11} then

lo(ut, ..., un)]B = [p(ug, ... u,)]B.

2.13.4. The interconnections between the properties of numerical
objects in # and the corresponding objects in the universally complete
vector lattice Z/, indicated in 2.4.3-2.4.7 were actually obtained by
Gordon [135, Section 3] for countable sets and sequences. The general
case in Section 2.3 is treated by repeating essentially the same argument.
Proposition 2.4.9, allowing us to translate into the internal language of
Z the claims about traces and characteristics in %], was also established
by Gordon; see [133, Theorem 3] and [135, Theorem 3]. These results
underlie the technology of translating the knowledge about numbers to
theorems on the elements, sequences, and subsets of universally complete
vector lattices.

2.13.5. (1) The Representation Theorem 2.5.1 is due to Kus-
raev [223]. A close result (in other terms) is presented in Jech’s arti-
cle [182], where the Boolean valued interpretation is developed for the
theory of linearly ordered sets. Corollaries 2.5.7 and 2.5.8 are well known
(cp. Kantorovich, Vulikh, and Pinsker [196] and Vulikh [403]). Some
subsystems of the reals % appear not only as the Boolean valued repre-
sentation of Archimedean vector lattices.

(2) For instance, the following assertions were stated in Kusraev [223]
and proved in Kusraev and Kutateladze [244, 248]: (a) a Boolean valued
representation of an Archimedean lattice-ordered group is a subgroup
of the additive group of #; (b) an Archimedean f-ring includes two
complementary bands one of which has the zero multiplication and is
realized as in (a) and the other, as a subring of #; (¢) an Archimedean
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f-algebra contains two complementary bands one of which is realized as
in 2.5.1 and the other, as a sublattice and subalgebra of % considered
as a lattice-ordered algebra over R" (also see Jech [182]).

2.13.6. The tests of 2.6.2(2,5) for o-convergence (in the case of se-
quences) were obtained by Kantorovich and Vulikh (cp. [196]). As is
seen from 2.6.1, these tests are merely the interpretation of convergence
properties of numerical nets (sequences).

2.13.7. (1) The Spectral Theorem 3.7.7 was proved by Freudenthal
[127]. It remains true for vector lattices with the principal projection
property (see Veksler [395]; Luxemburg and Zaanen [297]). Then Vek-
sler introduced slightly different concepts of weak and strong Freudenthal
properties for general vector lattices and characterized them by the cor-
responding projection properties; see [395, Theorems 2.3, 2.5, 2.8-2.10].

(2) The weak and strong Freudenthal properties in the sense of 2.7.8
were introduced and studied by Lavri¢ [277]. To characterize the spaces
with strong Freudenthal property we need the definition. Two elements
of a vector lattice X are completely disjoint if they lie in two disjoint
projection bands of X. The following was proved in Lavri¢ [277]: A vec-
tor lattice X has the strong Freudenthal property if and only if every
two disjoint elements in X are completely disjoint. A vector lattice X
has the weak Freudenthal property if and only if for every two elements
e,d € X there are disjoint elements ey € [0, €] and dy € [0,d] such that
X(e+d) = X(eg + do).

(3) The Boolean valued proofs of the Freudenthal Spectral Theo-
rem, as well as the properties 2.7.2 and 2.7.3 (1) were given by Gor-
don [135], while 2.7.3 (2), 2.7.4, and 2.7.5 are collected in Kusraev and
Kutateladze [248, 249]. Of course, these formulas as well as the esti-
mates in 2.7.6 were mostly known and employed by various authors; see
for example the papers of Nakano [318], Vulikh [403], Luxemburg and
de Pagter [294].

(4) The formulas for e, similar to those of 5.7.3 (1, 2), 5.7.4 (2, 3), and
5.7.5(1-3) are trivial: e; = €| = €ar (0 # @ € R); €xny = €2y = €2 N ey
and egyy = €gqy =€ Ve, (@ 20, y = 0); ey = ez ANey (x,y €
X arbitrary). To ensure the latter we need only to interpret within
V(B) the simple proposition (Vs,t € Z)(st # 0 <> s # 0 At # 0) and
apply 5.4.9.

2.13.8. The fact that for a complete Boolean algebra B the set G(B)
of spectral functions is a universally complete vector lattice with the
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Boolean algebra of bands isomorphic to B (cp. 2.8.3) is due to Kan-
torovich [196]. The claim of 2.8.4 was obtained by Pinsker (cp. [196]).
The representation of an arbitrary Dedekind complete vector lattice as
an order dense ideal in Co (@) was established independently from one
another by Vulikh and Ogasawara (cp. [196, 403]).

2.13.9. (1) The starting point of the theory of spectral measures was
von Neumann’s classical theorem: Fach normal operator on a Hilbert
space admits a spectral resolution with commutable orthogonal pro-
jections. By the classical definition, a spectral measure is a Boolean
homomorphism of a Boolean algebra of sets to the Boolean algebra of
projections (cp. Dunford and Schwartz [112]). If need be, the countable
additivity condition or some regularity requirements are added. Moti-
vated by spectral theory, much effort has been made to extend the spec-
tral theory of hermitian operators on a Hilbert space to Banach spaces.
The third part of the Dunford and Schwartz treatise [112] is devoted to
the corresponding theory of spectral operators. Recall that an operator
T is called spectral if there is a spectral measure P on the Borel sets of
the complex plane such that P(A)T = T'P(A) for all A € Por(C) and
the spectrum of P(A)T'|p(4) lies in the closure of A.

(2) The Bade Reflexivity Theorem tells us that a bounded linear
operator T on a Banach space X belongs to the strongly closed algebra
generated by a o-complete Boolean algebra B of projections on X if and
only if T' keeps invariant every B-invariant subspace of X (cp. Bade [39]).
Schaefer [354] discovered the key role that is played by order in abstract-
ing the method of spectral measures and Bade’s reflexivity results to lo-
cally convex spaces. This article has started the systematic study of the
operator algebras generated by Boolean algebras of projections within
the theory of Riesz spaces; see Dodds and de Pagter [106, 107]; Dodds
and Ricker [109]; and Dodds, de Pagter, and Ricker [108].

2.13.10. (1) The Borel functions of an element of an arbitrary
Dedekind complete vector lattice with unit seem to be first considered
by Sobolev (see [367] and also [403]). Theorems 2.10.4 and 2.10.5 in the
above generality were obtained by Kusraev and Malyugin [252, 254].
Some Boolean valued proof of Theorem 2.10.4 is also given by Jech
in [180]. Further details are available in the books by Kusraev and
Kutateladze [244, 248].

(2) Kusraev and Malyugin constructed in [254] the Borel func-
tional calculus of countable and uncountable collections of elements of
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Dedekind complete vector lattices. The following was proved in partic-
ular: Let X be a universally complete vector lattice with unit 1 and let
x:= (zx)ren be an arbitrary sequence in X. There exists a unique se-
quentially order continuous f-algebra homomorphism X from %(R™,R)
to X such that x(dty) = z, for all k € N.

(3) From 2.10.2 it follows that: For every resolution of the identity
(éa)acr With range in a o-algebra B there is a unique spectral measure
w : Bor(R) — B satisfying p((—o0,a)) = eq (o € R). This fact was
firstly revealed by Sobolev in [367]. But the extension method that led
to 2.10.2 differs significantly from the Carathéodory extension and bases
on the Loomis—Sikorski representation of Boolean o-algebras (co. 2.10.1).

(4) Under the assumptions of Theorem 2.10.5, for each e € C(1)
we have ef(x1,...,zn) = f(ex1,...,exn) + €e*f(0,...,0) (cp. Kan-
torovich, Vulikh, and Pinsker [196, Proposition 3.14]). Indeed, if ex:=
(ex1,...,exTN), b = [y, b:= fher, and pg is the {0, 1}-valued measure on
#(RN,R) with support {0} then ey = fi+e* o by the definition of y, in
2.10.3 and 2.7.5 (4); therefore, f(z1,...,2n) = I.(f) = In(f)+ 14 (f) =
flexq,...;exn) +e*f(0,...,0).

(5) If the function f in Theorem 2.10.5 is positive homogeneous
(f(At) = Af(t) for A € Ry and t € RY) then f(zy,...,7x) do not
depend on the choice of an order unit 1 € X. This fact was first ob-
served by Riesz [347] and Vulikh [196, Theorema 3.54]. Homogeneous
functional calculus in uniformly complete vector lattices stems from
Lozanovskil [290] and Krivine [210]; see further development in Buskes,
de Pagter, and van Rooij [79], Lindenstrauss and Tzafriri [281], Szulga
[374]. Concerning various generalizations of the homogeneous functional
calculus see Haydon, Levy, and Raynaud [170], Kusraev [237], Kusraev
and Kutateladze [250], Tasoev [389].

2.13.11. (1) Vector lattices within Boolean valued models were first
considered by Gordon [134]; Theorems 2.11.4 and 2.11.6 are essentially
contained in [134, Theorem 1].

(2) The f-module structure is inevitable in the theory of order
bounded operators, since L™~(X,Y) is always an f-module over the f-
algebra Orth(Y"). Nevertheless, f-modules were introduced and studied
in Luxemburg and de Pagter [293] more than sixty years after Kan-
torovich had started a systematic study of order bounded operators
[191, 193].

2.13.12. (1) In 1934 Kurepa introduced the so-called espaces pseu-
dodistanciés, i.e. the spaces metrized by means of an ordered vector space
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[212]. Soon after that Kantorovich developed the theory of abstract
normed spaces; i.e., the vector spaces with a norm that takes values in
an order complete vector lattice [193]. These objects turned out very
useful in the study of functional equations by successive approximations
(cp. Kantorovich [192, 194]) and in the related areas of analysis (cp. Kan-
torovich, Vulikh, and Pinsker [196], Kollatz [203], and Kusraev [222]).
Lattice normed spaces (Kusraev [228]) and randomly normed spaces
(Haydon, Levy, and Raynaud [170]) are special examples of spaces with
lattice valued metric. At the same time their structural properties never
gained adequate research. Metrization by means of a semifield (= a kind
of a vector lattice) was studied also by several authors in a series of ar-
ticles by Uzbekistan mathematicians (see Antonovskii, Boltjanskii, and
Sarymsakov [32]).

(2) The claim of 2.12.B.1 was justified in Kusraev [225]. The proof
employs the following simple idea: By Gordon’s Theorem, metrization by
a Dedekind complete vector lattice is nothing else but the usual metriza-
tion (i.e. by means of the reals) in the corresponding Boolean valued
model. Successive implementation of this idea results in the notion of
Boolean algebra of components of uniformity which reflects the main
structural peculiarity of the uniformities metrizable by order complete
vector lattices.

(3) The concept of cyclical compactness was first studied by Kusraev
[216, 222]. Section 8.5 in Kusraev [228] deals with the cyclically compact
linear operators on B-cyclic Banach spaces and Kaplansky—Hilbert mod-
ules. Recently Goniillil [146]—-[148] undertook the study of Schatten type
classes of operators (which are cyclically compact) on Kaplansky—Hilbert
modules.

(4) The notion of mix-compact subset of lattice normed space was
introduced in Gutman and Lisovskaya [152]. Basing on Boolean val-
ued analysis, they prove the analogs of the three classical theorems for
arbitrary lattice normed spaces over universally complete Riesz spaces,
namely, the boundedness principle, the Banach—Steinhaus Theorem, and
the uniform boundedness principle for a compact convex set; see [152,
Theorems 2.4, 2.6, 3.3]. These theorems generalize the analogous re-
sults by Ganiev and Kudajbergenov [128] which were established for
Banach—Kantorovich spaces over the lattice of measurable functions by
the specific technique of the theory of measurable Banach bundles with
lifting (see Gutman [158, 160] and Kusraev [228]).
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(5) Take an arbitrary metric space (X, p). Then, (X", p") is a metric
space within V(B), If 7 is the topology on X generated by the metric p
then [7" is a base of the topology on X" generated by the metric p*] = 1.
Let (4, p) denote the completion of the metric space (X", p") within
V(B). The elements of 2 are the minimal Cauchy filters identifiable with
the mappings 7" : 2" — {0,1}. Thus, with every ¢ € Z"] we uniquely
associate the Cauchy B-filter ¢ by the formula g(V) := [V € ¢] =
(V") = 1] (V € 7).

The mapping ¢ — ¢ (p € Z']) is an isometric bijection from
Z | onto BX. If (X,p) is complete then the mapping that sends
a B-filter ¢ € BX to the function f : ¢ — limy~Y(q) (¢ € Q),
0 q) == {71 (V) : V € ¢} determines an isometric bijection of BX
onto Coo(Q, X). Isometry is understood in the sense of A-valued metrics
(see 2.12.A.10 and 2.12.A.11).

(6) The Boolean extensions BX of general uniform structures was
studied in a series of articles by Gordon and Lyubetskii (see [134, 139,
140]). Boolean extensions of locally compact abelian groups as well as the
corresponding harmonic analysis were developed by Takeuti [380, 381].
Other interesting results on the structure of Boolean extensions can also
be found in the above articles.



CHAPTER 3

Order Bounded Operators

The aim of the three subsequent chapters is to apply Boolean valued
analysis to order bounded operators and establish some variants of the
Boolean valued transfer principle from functionals to operators. The
presentation below is rather transparent as we use the well-developed
technique of “nonstandard scalarization.” This technique implements
the Kantorovich heuristic principle and reduces operator problems to
the case of functionals. The principal scheme works as follows:

First, we establish that some class of operators T admits a Boolean
valued representation .7 which turns out to be a Boolean valued class of
functionals. More precisely, we prove that each operator T' € T embeds
into an appropriate Boolean valued model V(B)| becoming a functional
7 € 7 within V(®. Then the Boolean valued transfer principle tells
us that each theorem about 7 within Zermelo—Fraenkel set theory has
its counterpart for the original operator T' interpreted as the Boolean
valued functional 7. Translation of theorems from 7 € V() to T € V
is carried out by the Boolean valued ascending-descending machinery
together with principles of Boolean valued analysis.

This chapter focuses on the structure of disjointness preserving oper-
ators and some related concepts. To save room, using the facts of vector
lattice theory we will accept the terminology and notation of Aliprantis
and Burkinshow [28] and Meyer-Nieberg [311].

3.1. PosSITIVE OPERATORS

This section collects some basic facts on positive operators that we
need in what follows.

3.1.1. Let X and Y be vector lattices. A linear mapping 7" from X

to Y is called a positive operator if T carries positive vectors to positive
vectors; in symbols, 0 <z € X = 0< Tz €Y or T(X;) C Y;. An
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operator 7' is said to be regular if T can be written as a difference of two
positive operators and order bounded or shortly o-bounded provided that
T sends each order bounded subset of X to an order bounded subset
of Y. We will often omit the indication to linearity if this is implied by
context.

Let L(X,Y) stand for the space of all linear operators from X to Y.
The sets of all regular, order bounded, and positive operators from X
to Y are denoted by L"(X,Y), L™(X,Y), and L (X,Y):= L™(X,Y ),
respectively. Clearly, L"(X,Y) and L™~ (X,Y) are vector subspaces
of L(X,Y) and L, (X,Y) is a convex cone in L(X,Y).

The order on the spaces of regular and order bounded operators is
induced from the cone of positive operators L, (X,Y); i.e.,

T>0«Tel (X,)Y), S>T+<S-T3>0.

3.1.2. A linear operator T € L(X,Y) is said to be dominated by
a positive operator S € L(X,Y) provided that |Tz| < S(|z|) for all
x € X. In this event S is called a dominant or majorant of T. A

positive operator T is dominated by itself; ie., |[Tz| < T(|z|) for all
z e X.

(1) A linear operator T is dominated if and only if T' is regular.
< Indeed, if S is a dominant of 7' then T'= S — (S —T'), while (S—T)

and S are positive. If T'= S — R for some positive S, R € L(X,Y) then
Tz < |Sz| + |Rz| < (S + R)(|z|); i.e., S+ R is a dominant of 7. >

(2) LetT:X — Y be a regular operator and let S be a dominant
of T. If a net (x,) converges to x in X with regulator e € X, then
(Tzo) converges to Tx with regulator Se. In particular, every regular
operator is r-continuous.

< Assume that |z, — x| < Ape for o > a(n), where e € Xy and
lim,, o A, = 0. Then for each dominant S of T we have

|[Tzo — Tz| < S(|za — z]) < Ay Se (a}a(n)),

which implies the convergence of (T'z,) to Tx with regulator Se. >

(3) Kantorovich Lemma. Let X be a vector lattice, and let Y
be an arbitrary real vector space. Assume that U is an additive and
positive homogeneous mapping from X toY;ie., U : X, — Y satisfies
the conditions:

Ux+y)=Uz+Uy, UMXz)=NUz (0<AER; z,ye Xy).
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Then U has the unique linear extension T' on the whole lattice X. More-
over, if Y is a vector lattice and U(X ) C Y, then T is positive.

< Define T' by differences: Tz := Uzt — Uz~ (z € X). Then T is
a sought extension whose uniqueness is obvious from the representation
r=z" -z (cp. 3.1.2(1)). >

We now formulate the celebrated Riesz—Kantorovich Theorem.

3.1.3. Riesz—Kantorovich Theorem. Let X and Y be vector lat-
tices with Y Dedekind complete. The set L™ (X,Y") of all order bounded
linear operators from X to Y, ordered by the cone of positive operators
L~(X,Y)4, is a Dedekind complete vector lattice. In particular,

L™(X,Y)=L"(X,Y).

Definitions 3.1.1 make it clear that every positive operator is order
bounded. Consequently, so is the difference of positive operators. In
other words, every regular operator is order bounded. The converse fails
in general, holding in case that Y is Dedekind complete, as follows from
the Riesz—Kantorovich Theorem.

3.1.4. The proof of the Riesz—Kantorovich Theorem yields the for-
mulas for presenting the lattice operations on L™ (X,Y) by pointwise
calculations. The collection of these formulas is usually called the calcu-
lus of order bounded operators or shortly order calculus. We will exhibit
the main formulas of order calculus below.

Let X and Y be the same as above. For all S,T € L~(X,Y) and
x € X4 the following hold:

(1) (SvT)x =sup{Sz1 +Txa: x1,22 >
(2) (SAT)x =inf{Sz1 +Txo: x1,22 >
(8) STz =sup{Sy: 0 <y <z}

(4) STz =sup{Sy: —z <y <0} =—inf{Sy: 0<y < z}.

(5) S|z = sup{|Sy| : |y| <z}

(6) |S|z =sup{>_p_; |Szk|: z1,..., 20 =20, z=11_, zk, n € N}.
(7) [Sz| < [S](z]) (= € X).

3.1.5. An operator T': X — Y between vector lattices is said to be

order continuous, provided that, for every net (x,,) in X order convergent
to z € X, the net (T'z,) order converges to Tx in Y. Say that T is

, =21+ T2}

0
0, x =z + x2}.
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sequentially order continuous, if for every sequence (z,,) in X with order
limit z € X, the sequence (T'z,,) is order convergent to Tx in Y. It is
useful to note that a positive operator T is (sequential) order continuous
if and only if inf(7'(A)) = 0in Y for an arbitrary (countable) downward
directed set A C X with inf(A) = 0.

The collections of all order bounded order continuous operators and
order bounded sequentially order continuous operators from X to Y
will be denoted by L) (X,Y) and L (X,Y), respectively. (Note that
every order continuous operator is order bounded; see Aliprantis and
Burkinshaw [28, Lemma 1.54].)

3.1.6. Ogasawara Theorem. If X andY are vector lattices with Y
Dedekind complete then L (X,Y) and LY (X,Y') are bands of L™ (X,Y).

< See Aliprantis and Burkinshaw [28, Theorem 1.57]. >

The following results tells us that the classical Hahn-Banach The-
orem remains valid for operators if we take Dedekind complete vector
lattice as a range space. An operator p from a (real) vector space V to an

ordered vector space Y is called sublinear whenever p(u+v) < p(u)+p(v)
and p(Av) = Ap(v) for all u,v € V and all 0 < A € R.

3.1.7. Hahn—Banach—Kantorovich Theorem. Let V be a (real)
vector space, let Y be a Dedekind complete vector lattice, and let p :
V — Y be a sublinear operator. If U is a vector subspace of V and
S : U — Y is a linear operator satistying S(u) < p(u) for all u € U,
then there exists some linear operator T : V. — Y such that Tu = Su
(u € U) (i.e., T is a linear extension of S to all of V) and T'(v) < p(v)
for allv e V.

Now we present several extension results for positive operators which
will be needed in what follows.

3.1.8. Theorem. Let Xy, X, and Y be vector lattices with Y
Dedekind complete and Xy a vector sublattice in X. Assume that
So:Xo—=>Y and T : X — Y are positive operators and Sox < Tx
for all 0 < x € Xg. Then there exists a positive operator S : X — Y
extending Sy and satisfying S < T.

< If p(z):= T(z") (r € X) then p is a sublinear operator from X
to Y and Spx < p(x) for all z € Xy. By the Hahn—-Banach-Kantorovich
Theorem there exists a linear operator S : X — Y extending Sy and
satisfying Sz < p(z) for all z € X. The latter implies that 0 < S < T. >
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3.1.9. Theorem. Let X, )?, and Y be vector lattices with Y
Dedekind complete and Xo an order ideal in X. Assume that Ty : Xo —
Y is a positive operator and define X as the set of all x € X for which
To([0, ||] N Xo) is order bounded in Y. Then X is an order ideal in X
including Xy and there exists a positive extension T of Ty to all of X
such that T < S for every positive extension S of Ty to X. Moreover, T
is order continuous if so is Tg.

< Define the operator T': X; — Y as Tx:= sup {Tou tu € X, 0
u < m} for all x € X, . Then T is additive and positive homogeneous, so
it can be extended to X by differences (cp. 3.1.2(3)). The resulting oper-
ator satisfies the desired conditions and is called the least extension of T}
(cp. Aliprantis and Burkinshaw [28, Theorem 1.30] and Kusraev [228,
Propositions 3.1.3 (1, 2)]). >

3.1.10. Theorem. Let X, be an order dense majorizing vector sub-
lattice of a vector lattice X, and let Y be a Dedekind complete vector
lattice. If Ty : X9 — Y is a positive order continuous operator then
there exists a unique order continuous linear extensionT : X — 'Y of Ty
to all of X.

<1 The required extension T : X — Y is defined first on X as
T(x) :=sup{T(zo) : zo € Xopand 0 < zp <z} (z€Xy)

and then T is extended to the whole of X by differences; see 3.1.2 (3).
More details can be found in Aliprantis and Burkinshaw [28, Theorem
1.65]. >

3.1.11. Let X and Y be vector lattices. For a linear operator T' from
X to Y the following are equivalent:

1) T(xvy) =TzVTy (x,y € X).

2)T(xANy) =Tz ATy (x,y € X).

B)zAy=0= TeATy=0 (z,y € X).

(4) T(z%) = (Tz)" (v € X).

(5) T(|al) = |T2] (= € X).

(6) [0,T] = [0, Iy] o T.

3.1.12. Note that 3.1.11 (1) means by definition that T is a lattice

homomorphism. So T is a lattice isomorphism whenever T' enjoys one
(and hence all) of the properties listed in 3.1.11.
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An injective lattice homomorphism from X to Y is called a lattice
(more exactly order) monomorphism, or an isomorphic embedding, or
even a lattice isomorphism from X to Y.

If a lattice homomorphism 7' : X — Y is one-to-one then X and
Y are called lattice (or order) isomorphic. The same is worded also as
follows: T is an order isomorphism between X and Y. The set of all
lattice homomorphisms from X to Y is denoted by Hom(X,Y").

3.1.13. Theorem. Let X and Y be vector lattices with Y Dedekind
complete. If X is a majorizing vector sublattice of X and Ty : Xg — Y
is a lattice homomorphism, then there exists a lattice homomorphism
T:X — Y extending Tj.

< See Aliprantis and Burkinshaw [28, Theorem 2.29] and Kus-
raev [228, Proposition 3.3.11 (2)]. >

3.1.14. Consider a vector lattice X. An order bounded linear oper-
ator 7 : X — X is an orthomorphism in X whenever for all z,y € X
from x | y it follows that Tz 1 y. The set of all orthomorphisms in X
is denoted by Orth(X).

Clearly, Orth(X) is a vector subspace of L™~ (X) which we will con-
sider with the order induced from L~ (X). In case that X is a Dedekind
complete vector lattice, Orth(X) coincides with the band of L™(X)
which is generated by the identity operator Ix.

For more details on orthomorphisms see de Pagter [327] and Zaa-
nen [427]. Some special properties of orthomorphisms will be addressed
in Chapter 4.

3.2. BILINEAR OPERATORS

In this section we introduce the classes of bilinear operators on prod-
ucts of vector lattices. The main purpose is to agree on notation and
terminology and give a brief outline of some useful facts. For an ex-
tended discussion of this subject see the survey paper Bu, Buskes, and
Kusraev [72].

3.2.1. Let X, Y, and Z be vector lattices. A bilinear operator B
from X XY to Z is called positive if B(z,y) > 0 for all 0 < z € X and
0 < y € Y. This amounts to saying that the linear operators

B(u,)yHB(u,y) (yEY),
B(-,v) :z— B(z,v) (z€X)
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are positive for all 0 < u € X and 0 < v € Y. Given a positive bilinear
operator B, we have

|B(z,y)| < B(|z|,[y]) (z€X, yeY).

A bilinear operator is called order bounded if it sends order bounded
sets in X X Y to order bounded sets in Z, and regular if it can be
represented as the difference of two positive bilinear operators. Denote
by BL"(X,Y;Z) and BL,(X,Y;Z) the sets of all regular and positive
bilinear operators from X x Y to Z.

3.2.2. A bilinear operator B : X X Y — Z is said to be of order
bounded variation if

is order bounded in Z for all 0 < z € X and 0 < y € Y. The set of all
bilinear operators B from X XY to Z of order bounded variation (order
bounded) is denoted by BL"(X,Y;Z) (BL™~(X,Y;Z)) and forms an
ordered vector space with the positive cone BL,(X,Y;Z). Obviously,
BL"(X,Y;Z) C BL*(X,Y;Z) C BL~(X,Y;Z) and BL"(X,Y;Z) has
the induced order. The converse inclusion may be false.

3.2.3. If Z is Dedekind complete then BL"(X,Y; Z) = BL*"(X,Y; Z)
and this space is a Dedekind complete vector lattice. In particular, every
regular bilinear operator B € BL"(X,Y; Z) has the modulus |B| and

|B|(z,y) =supEB[z;y] 0<ze€eX, 0<yeY),

[B(z,y)| < [B(|lz, ly]) (z€X, yeY).

3.2.4. For a bilinear operator B : X xY — Z the following are

equivalent:

(1) B(u,-) and B(+,v) are lattice homomorphisms for all u € Xy and
v E Y+.

(2) |B(z,y)| = B(|zl|,|y|) forallz € X and y €Y.
(3) B(z,y)t = B(at,y")+ B(z~,y~) forallz € X andy €Y.
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(4) B(z,y) A B(u,v) = 0, whenever z,u € X; and y,v € Y} are
such that either x Au =0 ory Av=0.

3.2.5. A bilinear operator B : X x Y — Z is said to be a lattice
bimorphism if B satisfies one of (and then all) the conditions of 3.2.4.

The lattice bimorphisms are simple in structure modulo lattice homo-
morphisms, as will be shown below in 3.12.A.3: FEach lattice bimorphism
B : X XY — Z admits the representation

B(z,y) = S(x)T(y) (ze€X, yeY),

where S : X — Z% and T : Y — Z" are lattice homomorphisms with
values in the universal completion Z" of Z and Z" is equipped with an
f-algebra multiplication uniquely determined by a choice of an order
unit in Z".

3.2.6. Theorem. Let X andY be vector lattices. Then there exist
a unique up to isomorphism vector lattice X ® Y and a bimorphism
¢: X xY — X ®Y such that the following are satisfied:

(1) Whenever Z is a vector lattice and 7 : X x Y — Z is a lattice
bimorphism, there is a unique lattice homomorphism T : X @ Y — Z
with T o ¢ = .

(2) The bimorphism ¢ induces an embedding of the algebraic tensor
product X @ Y into X ® Y.

(83) X®Y isdense in X ® Y in the sense that for everyv € X Y
there exist o € X and yg € Y such that for every ¢ > 0 there is an
element w € X Y with |v — u| < exo ® yo.

(4) If 0 <v e XQY, then here exist ¢ € X, and y € Y, with
0<zrz®y<w.

<1 This fact was established in Fremlin [121, Theorem 4.2]. See an-
other proof in Grobler and Labuschagne [152]. >

3.2.7. The vector lattice X ® Y is called the Fremlin tensor product
of vector lattices X and Y. The lattice bimorphism ¢ is conventionally
denoted by ® and the algebraic tensor product X ® Y is regarded as
already embedded into X ® Y. Some additional remarks are in order
here.

(1) Let ¢ and T be the same as in Theorem 3.2.6 (1). Suppose that
for all x € X, and y € Xy the equality ¥(z,y) = 0 implies z = 0 or
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y = 0. In this case T is injective and so sends X ® Y onto a vector
sublattice of X generated by im:= (X x Y).

(2) In particular, if Xy and Yj are vector sublattices in X and Y,
respectively, then the tensor product Xy ® Yy is isomorphic to the vector
sublattice in X ®Y generated by Xy ®Yy. Therefore, Xq®Y) is regarded
as a vector sublattice of X ® Y; see Fremlin [121, Corollaries 4.4 and
4.5).

3.2.8. Theorem. Let X, Y, and Z be vector lattices with Z uni-
formly complete. Then for every positive bilinear operator B from X xY
to Z there exists a unique positive linear operator T : X ® Y — Z such
that B = TR®.

< See Fremlin [121, Theorem 4.2]. See another proof in Grobler and
Labuschagne [152]. >

3.2.9. Thus, the Fremlin tensor product possesses the following uni-
versal property: the set of positive bilinear operators on the Cartesian
product of two Archimedean vector lattices with values in a uniformly
complete vector lattice is in a one-to-one correspondence with the set of
positive linear operators on the Fremlin tensor product of given vector
lattices. More precisely, if X, Y, and Z are vector lattices with Z rel-
atively uniformly complete, then the mapping T — T'® constitutes an
isomorphism of the two pairs of ordered vector spaces:

(1) L"(X®Y,Z) and BL"(X,Y; Z);

(2) LY (X ®Y,Z) and BLY(X,Y; 7).
The first assertion is immediate from Theorem 3.2.8 and the second
was established in Buskes and van Rooij [83].

3.2.10. A bilinear operator B : X x X — Z is called orthosymmetric
if z 1 y implies B(z,y) = 0 for arbitrary z,y € X. The difference of two
positive orthosymmetric bilinear operators is called orthoregular. Denote
by BL°"(X, Z) the space of all orthoregular bilinear operators from X x
X to Z and order BL°"(X, Z) by the cone of positive orthosymmetric
operators. Recall also that a bilinear operator B : X x X — G is
said to be symmetric if B(z,y) = B(y,«) for all z,y € X and positive
semidefinite if B(xz,z) > 0 for every x € X. It is not difficult to see that
a lattice bimorphism B : X x X — Y is orthosymmetric, symmetric,
and positive semidefinite simultaneously (cp. Buskes and Kusraev [78,
Proposition 1.7]).
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3.2.11. Let X be a vector lattice. A pair (X©,®) is called a square
of X provided that the following hold:

(1) X© is a vector lattice;
(2) ®: X x X — X© is an orthosymmetric bimorphism;

(3) for every vector lattice Y, whenever B is an orthosymmetric bi-
morphism from X X X to Y, there exists a unique lattice homomorphism
B : X® — Y such that B = B®.

3.2.12. Theorem. The square of an Archimedean vector lattice ex-
ists and is essentially unique; i.e., if for some vector lattice X® and
symmetric lattice bimorphism ® : X x X — X© the pair (X®,®) obeys
the universal property 3.2.11 (3), then there exists a lattice isomorphism
i from X© onto E® such that i® = ® (and, of course, i '® = ©).

<1 Denote by J the least relatively uniformly closed order ideal in the
Fremlin tensor product X ® X which includes {x ® y : z,y € X, z L
y}. Put X°:= X ® X/J. Let ¢ : X ® X — E© be the quotient
homomorphism and put ®:= ¢®. Then X© is an Archimedean vector
lattice and © is a lattice bimorphism. Observe that ® is orthosymmetric.
Indeed, if x L y then 2 ® y € J = ker(¢), whence z @ y = ¢p(z ®@y) = 0.
Moreover, the pair (X®, ®) meets the universal property 3.2.11 (3). >

3.2.13. Theorem. Let X and Y be vector lattices with Y uniformly

complete. Then for every bilinear orthoregular operator B: X x X — Y
there exists a unique linear regular operator B : X© — Y such that

B(z,y) = Bz 0y) (z,y € X).
The correspondence B + B is an isomorphism of the ordered vector

spaces BL°"(X,Y) and L"(X®,Y).

Thus, the role of the square of vector lattices in the theory of posi-
tive orthosymmetric bilinear operators is similar to that of the Fremlin
tensor product of vector lattices in the general theory of positive bilinear
operators.

3.3. BOOLEAN VALUED POSITIVE FUNCTIONALS

We will demonstrate in this section how Boolean valued analysis
translates some results from order bounded functionals to operators.
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Below X and Y stand for vector lattices with Y an order dense sublattice
of %/, while Z is the reals within VB and B = P(Y).

3.3.1. The fact that X is a vector lattice over the ordered field R may
be rewritten as a restricted formula, say, (X, R). Hence, recalling the
restricted transfer principle, we come to the identity [¢(X",R")] =1
which amounts to saying that X" is a vector lattice over the ordered
field R* within V(®), The positive cone X is defined by the restricted
formula (X, X)) =Vz e X;)ze X)ANVz e X)(z € Xy < 2 >0).
Hence (X")4 = (X1)” by restricted transfer. By the same reason

2" = lz|>, (@Vy) =z"Vy", (zAy) =z Ay

for all z,y € X, since the lattice operations V, A, and |-| in X are defined
by restricted formulas. In particular,

zly<=z" Ly ]=1 (z,y€X).

3.3.2. Let X"~ := Lg\ (X", %) be the space of regular R"-linear func-
tionals from X" to Z. More precisely, & is considered as a vector space
over the field R and by the maximum principle there exists X~ e V(B)
such that [X"~ is a vector space over Z of order bounded R"-linear func-
tionals from X" to & which is ordered by the cone of positive function-
als] = 1. A functional 7 € X"~ is positive if [(Vz € X*)7(z) > 0] = 1.

It can easily be seen that the Riesz—Kantorovich Theorem remains
true if X is a vector lattice over a dense subfield P C R, while Y is
a Dedekind complete vector lattice (over R), and L™ (X,Y) is replaced by
Ly (X,Y), the real vector space of all order bounded P-linear operators
from X to Y which is ordered by the cone of positive operators; i.e.,
Lz (X,Y) is a Dedekind complete vector lattice. Moreover, the formulas
of order calculus of 3.1.4 are preserved.

According to this observation X"~ is a Dedekind complete vector
lattice within V(®) and for all 0,7 € X"~ and z € (X") we have

(o V1) =sup{ox, +Tx2: 1,22 € XL, © =21 + 22},

(o AT)x =inf{ox) + 722 : 1,22 € X}, =21 + 22}

Thus, the descent X"~ | of X"~ is a Dedekind complete vector lattice.

3.3.3. Theorem. Let X and Y be vector lattices with Y universally
complete and represented as Y = #Z|. Given T € L~(X,Y), the mod-
ified ascent T is an order bounded R*-linear functional on X" within
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V®); je, [Tt € X*~] = 1. The mapping T ~ T7 is a lattice iso-
morphism between the Dedekind complete vector lattices L™ (X,Y") and
X .

< Observe first that T — T is a bijection from YX to ,%’XAL. To
this end, recall that for every T' € L™(X,Y) the modified ascent 7' is
defined by the relation [Tz = T1(z")] = 1 (z € X), while for every
T € X" | we have [7 : X" — Z] = 1 and so the modified descent
7} : X — Y is available (cp. 1.6.8 and 1.5.8). Moreover, by the Escher
rules 1.6.6 we have 7]1 = 7 and T'1] = 7. Assuming that T is linear
and putting 7 = T, for all z,y € X and A € R we deduce within V(B):

@ +y") =7((2+y)") =T +y) =Te+Ty =7(z") +7(y"),
T\ 2") = 7((Ax)") = T(A\x) = ATx = A7 (z").

The R*-linearity of 7 within V(®) follows from the calculations:

[(Vz e X")(Vy € XM)(r(z +y) = 7(z) + 7(y))]

= N\ @ +y) =1 +7(y)] = 1;
z,yeX

[(VAeRY) (Vo € X*)(r(Az) =
= A\ A lIr(xyz") =17

AeERzeX

A7 ()]
] =

Suppose that T is order bounded and put @ = sup{|Tz| : |z| < u}
u € X. Denote by ¢(u,v) the formula (Vz € X*)(|z| < u — |7(2)] < v)
and observe that

[ew @] = A llz"| <w'] = [Ir(a")| < 4]
zeX

It follows that 7 is order bounded within V(®):

[7 is order bounded] = [(Vu € X")(Fv € Z)p(u,v)]
= /\ [(FveR)p(u",v)] > /\ [Vue XM)pua)] =1.

ueX ueX
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Thus, T € L~(X,Y) implies [7 € X*~]. The converse can be handled in
a similar way. Consequently, T' — T'1 is a linear bijection from L™~ (X,Y")
into [X"~]. It follows from

[r200= A [r@)z0= A [Tz>0]

reXy reXy

that T is positive if and only if [ is positive] = 1, so that T — T is
the desired lattice isomorphism. >

3.3.4. We now formulate a few corollaries to 3.3.3. First, we intro-
duce necessary definitions. An operator T € L™~ (X,Y) is said to be
disjointness preserving if x | y implies Tx 1 Ty for all x,y € X. Let
L;p(X ,Y') stand for the set of all order bounded disjointness preserving
operators from X to Y.

Let L (X,Y) be the band generated by Hom(X,Y) in L™ (X,Y) and
L7 (X,Y) be the disjoint complement of Hom(X,Y):

Ly (X,Y):=Hom(X,Y)*, Ly(X,Y):=Hom(X,Y)".

If Y is Dedekind complete then L™ (X,Y) = Ly (X,Y)® Ly (X,Y) holds,
and so every T' € L~ (X,Y) has the unique decomposition T' = T, + Ty,
where T, € L7 (X,Y) and Ty € Ly (X,Y). The elements of L} (X,Y) are
usually referred to as diffuse operators, while the elements of L' (X,Y)
are called pseudoembedding operators or pseudoembeddings. Also, define
within V(®) the band of order bounded R"-linear atomic, disjointness
preserving, and diffuse functionals: namely (X")5 := Homgna (X", %)+,
(X")gp= Lg, (X", %), and (X")7 := Hompgn (XN, %)+

Recall that S € L~ (X,Y) is a component or a fragment of 0 < T €
L~(X,Y) if SA(T —S) =0. Boolean valued representation of a band
preserving operators obtained in Theorem 4.3.4 reduces some properties
of band preserving operators to Boolean valued interpretations of the
properties of solutions to Cauchy functional equation.

3.3.5. Corollary. Consider R,S,T € L~(X,%]) and b € B. Put
p:=RT, 0:= 51, 7:=T1, and 7:= x(b). The following are true:

Vb [o<7] = 7S <aT.

/

2)b<[Jo=I7] & #S=n|T|.
B)b<[p=0oVT] <= 7R=nSVnT.
) b<[p=0cAT] <= TR=nSA7T.
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B)b<[ol7] < =S LaT.
(6) b<[oeC(r)] < nSeC(nT).

< According to 2.3.6 for each b € B we have V%) = p AT € (X1)™
and (b A T)] = x(b) oT. Thus, it suffices to observe that the vector

lattices L™ (X, (bAZ)]) and bA (X")7 are lattice isomorphic in view of
1.3.7 and Theorem 3.3.3. >

3.3.6. Corollary. Consider S,T € L™~(X,Y) and put 7 := TT,
o:= S1. The following are true:

(1) T e Hom(X,Y) < [7 € Hom(X", %) ] = 1.

(2) TeLy,(X,)Y) <= [re(X");]=1

B)TeLy(X,)Y) < [re(X");]=1

) Telij(X)Y) < [re(X");]=1

<1 This is immediate from 3.3.5. >

3.3.7. Let X be a vector lattice and Y := #|. Given T € L™~ (X,Y)
and a family (T¢)¢e= in L~ (X,Y), put 7:= T1 and 7¢ := T¢T. Then for
each partition of unity (b¢)eez in B we have T = mixeczs be7e if and only
if the representation holds

Tx = O—Z x(be)Tex (xz € X).
£eE

< It follows from 3.3.5 (1) that be < [7 = 7¢] if and only if x(be)T =
X(be)Te. Summing the last identity over all £ € = we see that the desired
representation of T' is equivalent to the relation 7 = mix¢cz bee. >

3.4. DISJOINTNESS PRESERVING OPERATORS

We intend here to demonstrate that some properties of disjointness
preserving operators are just Boolean valued interpretations of elemen-
tary properties of disjointness preserving functionals.

3.4.1. Theorem. For an order bounded linear functional f : X — R
the following are equivalent:

(1) f preserves disjointness.

(2) |f| is a lattice homomorphism.
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(38) If g€ X~ and 0 < g < |f]| then g = A|f| for some A € [0,1].
(4) If g is a component of |f| then either g =0 or g = |f|.
(5) Either f or —f is a lattice homomorphism.

(6) [f[(l=]) = [f(|=])| = |f(z)| for all z € X.

(7) ker(f):= f~1(0) is an order ideal in X.

< (1) <= (2): Assume that f preserves disjointness and z,y € X,
are disjoint, while |f|(z) A |f|(y) > 0. Then by formula 3.1.4 (5) there
exist ',y € X with |2'| < =z, V| < v, |f(z')] > 0, and |f(y')| > 0.
At the same time 2’ L y’ and we should have |f(z')] A |f(y")] = 0 by
hypothesis; a contradiction. Thus, (1) = (2) and the converse follows
from 3.1.4 (7).

(2) = (3): Put h:= |f| and observe that ker(h) C ker(g), since
lg(x)| < g(Jz|) < h(|z|) = |h(x)|. Thus g = Ah < h for some 0 < A < 1.

(3) = (4): According to (3), each component g of |f| is of the form
g = M f|. It follows that 0 = g A (|f] — g) = min{X, (1 — X\)}|f], so that
either A\=0o0r A =1.

(4) = (5): Since |f| is the sum of disjoint components f* and f~,
either f~ = 0, in which case |f| = f, or fT = 0, in which case |f| = —f.
Moreover, |f]| is a lattice homomorphism. Otherwise there is a pair of
disjoint elements x,y € X with |f|(z) > 0 and |f|(y) > 0. So, there
exists a component g of f such that g(z) = f(z) and g(y) = 0. Thus
neither ¢ = 0 nor g = f, which is a contradiction.

(5) = (6): In both cases of (5) the needed relation is trivial.

(6) = (7): If |y| < |z| and z € ker(f) then from (6) we have |f(y)| <
A1l) < 1£1(12l) = |£(@)] = 0, and so y € ker(f).

(7) = (1): We have only to note that for every pair of disjoint ele-
ments z,y € X either z € ker(f) or y € ker(f). Assuming the contrary,
we can choose nonzero s,t € R with sx + ty € ker(f), since nonzero
disjoint elements are linearly independent and ker(f) is a hyperplane.
It follows that |z| < (|z| + ([t|/[s])|y]) = |z + (t/s)y| € ker(f) and
z € ker(f); a contradiction. >

3.4.2. Theorem. Assume that Y has the projection property. An
order bounded linear operator T : X — Y is disjointness preserving if
and only if ker(bT') is an order ideal in X for every b € P(Y).

< The necessity is obvious, so only the sufficiency will be proved.
Suppose that ker(bT') is an order ideal in X for every b € P(Y). Let
ly| < |z] and b:= [Tz = 0]. Then b7z = 0 by 2.2.4(G) and bTy = 0 by
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the hypothesis. Recalling 2.2.4 (G) once again, we see that b < [Ty = 0].
Thus [Tz = 0] < [Ty = 0] or, which is the same, [Tz = 0] = [Ty =
0] = 1. Put 7:= T and ensure that ker(r) is an order ideal in X"
within V(B), Since |z| < |y| if and only if [|z"| < |y"|] = 1, we deduce:

[ker(r) is an order ideal in X"]

=[(Vz,y € X")(7(z) =0AJy| < |z] = 7(y) =0)]
= A [(r@") = 0] A [ly"] <[] = [r(y") = 0]

z,yeX

= N {IT@ = 0] = [T() = 0] : z.y € X, |y <|al} = 1.

According to 3.4.1 (7) 7 is a disjointness preserving functional within V(®)
and so T is also disjointness preserving by 3.3.5 (1). >

As is well known each order bounded disjointness preserving operator
between vector lattices has a modulus. This is obvious in the special
situation of functionals to which the general case is reduced by means of
Boolean valued interpretation.

3.4.3. Meyer Theorem. For every order bounded disjointness pre-
serving linear operator T : X — Y between vector lattices the mod-
ulus |T|, positive part T, and negative part T~ exist and are lattice
homomorphisms. Moreover,

IT|x = |Tz|, TTz=(Tz)", T z=(Tz)" (z< X,).

In particular, an order bounded disjointness preserving operator is reg-
ular.

<1 By the Gordon Theorem we can assume that Y is an order dense
sublattice in #Z|. Again, put 7 := T71 and note that 7 € (X")qgp
by 3.3.6(2) and |7| exists within V(®), By 3.3.5(2) |7|] is the modu-
lus of T in L™(X,%\). Moreover, |7| and |T| both are lattice homo-
morphisms in view of 3.4.1(2) and 3.3.6 (1). But [|7]|(z) = |rz| for all
x € (X")4] = 1 according to 3.4.1(6). Putting this fact into V(®) and
recalling 3.3.5 (2), we obtain |T|(z) = |Tz| for all z € X . It follows that
IT|(uw) = |T|(u") = |T|(uv") = |T(u")| — |T(u")] €Y for all u € X, so
that |T'| exists in L™~ (X,Y’). Other properties of T and T~ can easily
be deduced from above by using the formulas T+ = (|T| + T')/2 and
T-=(T|-17)/2. >
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3.4.4. Theorem. Let Y have the projection property. For an order
bounded disjointness preserving linear operator T € L~ (X,Y) there
exists a band projection m € P(Y) such that T+ = n|T| and T~ = «*|T.
In particular, T = (7 — 7n)|T| and |T| = (7 — )T

<1 Once again we reduce the problem to the case of functionals by
putting 7:=T'1. As before, 7 € (X"~)q, and by, 3.4.1(5), either 7~ =0
or 77 = 0 within V(®), Put 7 := [r~ = 0] and observe that = =
[I7] = 77] and 7+ = [t~ # 0] < [r+ = 0], since [t~ #0 — 7 =
0] = 1. By Corollary 3.3.5(2,3) we obtain 7|T'| = #T* and 7+T+ = 0.
Putting together the last two relations we arrive at the first of the desired
identities 7|T| = nT+ + 71T+ = TT. The second is immediate from the
first: 7|T| = |T| —#|T|=|T|-Tt=T". >

3.4.5. Corollary. Let X and Y be vector lattices and let T €
L~(X,Y) be disjointness preserving. Then (Tz)* L (Ty)~ for all
r,y € X4

< Given z,y € X1 we can write (Tz)" = (Tz) V0 < Ttz = 7|T|x.
Similarly, (Ty)~ < 71|T|y, and so (Tz)* A (Ty)~ = 0. >

3.4.6. Theorem. Let X and Y be vector lattices with Y Dedekind
complete, and let S,T : X — Y be order bounded disjointness preserving
operators. The following are equivalent:

(1) T € {S}++.
(2) Tx € {Sx}+t for all v € X.
(8) nSx =0 = 7Tz =0 forall z € X and 7 € P(X).

(4) There exists 7 € Orth(J(T(X)),Y) such that T = w0 S, where
J(Yy) is an order ideal generated by Y, in Y.

<1 Assume that S and T are positive, since otherwise we can replace
them by their modules. Again, put 7:= T7 and o := ST and observe
that for k = 1,2,3,4 we have (k) < [(k°)] = L, where
(1°) :=7 € {o}**,
(2°) :=7(z) € {o(x)}** forall z € X",
°)Yi=0(x)=0 — 7(z) =0 forall z € X",

(4°) :=7 = ao for some o€ Z.

(3

Now working within V(B) we see that (2°) — (3°) and (4°) — (1°) are
trivial, (3°) implies that ker(o) C ker(7) and so 7 = awo for some o € Z,
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whence (4°). Finally, if (1°) holds then 7 = sup,,c(no) AT and |7(z)| =
7(|z[) € {o(|z])}+, because ((no) A 7)(Jz]) < no(lz]) € {o(])}.
Thus, (1°) — (2°) and the proof is complete. >

3.4.7. Corollary. For a positive linear operator T' : X — Y the
following are equivalent:

(1) T is a lattice homomorphism.

(2) If Se L™(X,Y) and 0 < S < T then there exists an orthomor-
phism 7 € Orth(Y) such that 0 < 7 < Iy and S=moT.

(3) If S € C(T) then there exists m € P(Y') such that S =7moT.

< The proof goes along similar lines using 3.4.1(3,4) and
3.3.5(1,2,6). >

3.4.8. Theorem. Let X and Y be vector lattices with Y Dedekind
complete. For a pair of disjointness preserving operators T and Ty from

X toY there exist a band projection m € P(Y), a lattice homomorphism
T € Hom(X,Y), and orthomorphisms Sy, S2 € Orth(Y') such that

|S1] + |S2| =7, 7Ty = SiT, 7Ts = SoT,

im(7rlT1)Ll = im(ﬂ'LTg)LL = WL(Y), oty L atTy.

<1 As usual, there is no loss of generality in assuming that Y = Z.
Put 7, := 117 and 79 := T51. The desired result is a Boolean valued
interpretation of the following fact: If the disjointness preserving func-
tionals 71 and 79 are not proportional then they are both nonzero and
disjoint. Indeed, if 7:= |71| A |72| # 0 then both |71| and |72| are positive
multiples of 7 by 3.4.1(3); therefore, 7y and 75 are proportional. Put
b:= [r and 7 are proportional] and 7 := x(b). Then within V(%)
there exist a lattice homomorphism 7 : X* — &% and reals 01,00 € #
such that ;, = o;7. If the function &; is defined as &; : A — o;A
(A € #), then the operators Sy := 1], S2:= d2], and T := 7] (with
the modified descents taken from V(%) see 1.3.7) satisfy the first line
of required conditions. Moreover, 7+ = x(b*) and by transfer we have
b* = [ # 0] A [z # O] A [|m1| A 72| = 0], so that the second line of
required conditions is also satisfied by 3.3.5 (5) and 3.8.4. >

3.4.9. Theorem. Let X and Y be vector lattices with Y Dedekind
complete. The sum Ty + T of two disjointness preserving operators
T1,T, : X — Y is disjointness preserving if and only if there exist
pairwise disjoint band projections w,m1,m2 € P(Y), orthomorphisms
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51,52 € Orth(Y) and a lattice homomorphism T € Hom(X,Y) such
that the following system of relations is consistent

T+m +me=1Iy, |Si|+|S]=m,
T(X)* =7n(Y), mTy=mTi =0,
7TT1 = SlT, 7TT2 = SQT.

Consequently, in this case Ty + Ty = mTy + moTo + (S1 + S2)T.

<1 The sufficiency is obvious. To prove the necessity we apply Theo-
rem 3.4.8 and note that only the claim concerning m; and 79 is needed
to check. Using the same notation put by := [r2 = 0], by := [r1 = 0]
and b:= [ both 71 and 7o are nonzero]. Observe that the sum of two
disjoint functionals that preserve disjointness is disjointness preserving
if and only if at least one of them is zero, since otherwise each of them is
proportional to their sum; a contradiction. Thus, in view of the transfer
principle b* = by V bs or by V b1 V bs = 1. Moreover, we can assume by
replacing by with by Ab3, if necessary, that bg, b1, b2 are pairwise disjoint.
Putting m; := x(b;) (¢ = 1,2), we see that mymy = mm = mem = 0 and
71 +7me+m = Iy. Using 2.2.4 (G), we conclude that b; < [2 = 0] implies
mTs = 0 and b = [r; = 0] implies 7377 = 0. >

3.4.10. Corollary. The sum T; + T5 of two disjointness preserv-
ing operators T1,T» : X — Y is disjointness preserving if and only if
Ty (z1) L Ty(xo) for all 1,29 € X with x1 L 5.

<1 The necessity is immediate from Theorem 3.4.9, since 77 = 7171 +
S1T and Ty, = w1y + SoT. To see the sufficiency, observe that if T3
and Tp meet the above condition then Tyzy L Tixo (k,1:= 1,2) and
so (Th + T2)(x1) L (Th + T2)(x2) for every pair of disjoint elements
r1,T9 € X. >

3.5. DIFFERENCES OF LATTICE HOMOMORPHISMS

This section answers the following question: Which closed hyper-
plane in a Banach lattice is a vector sublattice? It turns out that each
hyperspace with this property is exactly the kernel of the difference of
some lattice homomorphisms on the initial vector lattice. The starting
point of this question is the celebrated Stone Theorem about the struc-
ture of vector sublattices in the Banach lattice C'(Q,R) of continuous
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real functions on a compact space ). This theorem may be rephrased
in the above terms as follows:

3.5.1. Stone Theorem. Each closed vector sublattice of C(Q,R) is
the intersection of the kernels of some differences of lattice homomor-
phisms on C(Q,R).

3.5.2. In view of this theorem it is reasonable to refer to a difference
of lattice homomorphisms on a vector lattice X as a two-point relation
on X. We are not obliged to assume here that the lattice homomorphisms
under study act into the reals R. Thus a linear operator T : X — Y
between vector lattices is said to be a two-point relation on X whenever
it is written as a difference of two lattice homomorphisms. An operator
bT:=boT with b € B:=P(Y) is called a stratum of T

3.5.3. The kernel ker(T") of every two-point relation T':= T —T5 with
T1,T5 € Hom(X,Y) is evidently a sublattice of X, since it is determined
by an equation ker(T) = {z € X : Thz = Thz}. On using of the
above terminology, the Meyer Theorem 3.4.3 reads as follows: Fach
order bounded disjointness preserving operator between vector lattices
is a two-point relation. Thus, each stratum b7 of an order bounded
disjointness preserving operator T': X — Y is a two-point relation on X
and so its kernel is a vector sublattice of X. In fact, the converse is valid
too.

3.5.4. Theorem. An order bounded linear operator from a vector
lattice to a Dedekind complete vector lattice is a two-point relation if
and only if the kernel of its every stratum is a vector sublattice of the
ambient vector lattice.

<1 The proof presented below in 3.5.9 and 3.5.10 follows along the gen-
eral lines: Using the canonical embedding and ascending to the Boolean
valued universe V(B) | we reduce the matter to characterizing scalar two-
point relations on vector lattices over dense subfields of the reals R. To
solve the resulting scalar problem, we use one of the formulas of subdif-
ferential calculus, namely the Moreau—Rockafellar Formula. >

3.5.5. We need some additional concepts. Recall that p: X — RU
{+o0} is called a sublinear functional if p(0) = 0, p(z+y) < p(z) +p(y),
and p(Az) = Ap(z) for all z,y € X and 0 < A € R. The subdifferential
(at zero) dp of a sublinear functional p is defined as

Op:={l: X — R: [ is linear and lz < p(z) for all z € X}.
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The effective domain dom(p):= {x € X : p(xz) < oo} of a sublinear
functional p is a cone. By a cone K we always mean a convex cone which
is a subset of X with the properties K + K = K and AK C K (A € R).
Evidently, p < ¢ implies dp C 0Jq; the converse is also true whenever
dom(p) = dom(q) = X.

3.5.6. Assume now that X is a vector lattice. If p is increasing (i.e.,
x1 < 2 = p(z1) < p(x2)) then Op consists of positive functionals.
It can easily be seen from the Hahn—Banach Theorem that the converse is
also true whenever dom(p) = X. Indeed, we can pick a linear functional
f € Op with f(z1) = p(z1) and, assuming dp C X7 and z; < z2, we get
p(z1) = f(z1) < f(z2) < p(a2).

Take a positive functional f on X. The representation f = f; +---+
fn will be called a positive (N-)decomposition of f whenever fi,..., fx
are positive functionals on X. In this event we say also that (f1,..., fn)
is a positive decomposition of f.

Given a positive functional f € X~ define the function p; : X~ — R
as pf(x1,...,on) = f(x1V---Vay). Then p is sublinear and increasing
and dpy consists of all positive decompositions of f; i.e., the representa-
tion

N
Opg ={(fr- o fx): O fre X™, f =3 fi}
k=1
holds. Indeed, (fi,..., fn) € Opy means that for all z1,...,zx we have

fl(xl) ++fN(37N) < f(a:l \/-~-\/xN).

Taking x; to be zero for all j # ¢ and x; < 0 yields f; > 0 and putting
ry = --- =xpN gives f = f1 + -+ + fn. This proves the inclusion C,
while the converse inclusion is trivial.

3.5.7. Moreau—Rockafellar Formula. Assume that X is a real
vector space and p,q : X — R U {+oo} are sublinear functionals. If
dom(p) — dom(q) = dom(q) — dom(p) then

d(p+q) = 0p+ 0q.

< The inclusion dp + 9q C A(p + q) is trivial. To see the converse
inclusion take | € 9r with r:= p+ g and construct a sublinear functional
P : X x X — R such that (f,g) € OP implies f € 9p, g € Jq, and
I = f+g. By hypothesis X(:= dom(p) — dom(g) is a subspace of X and
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therefore the set H(z,y):={h € X : + h € dom(p), y + h € dom(q)}
is nonempty for all z,y € Xy. Define Py : Xg x X¢o — R as

Py(z,y):=inf{p(x + h) +q(y + h) = l(h): he H(x,y)}.

If 7 is a linear projection of X onto Xy then P = Py o 7 is the desired
sublinear functional. It remains to observe that P # @ by the Hahn-
Banach Theorem. >

3.5.8. Decomposition Theorem. Assume that Hi,...,Hy are
cones in a vector lattice X. Assume further that f and g are positive
functionals on X. The inequality

f(hl\/“'\/hN)Zg(hl\/"~\/h]\])

holds for all hy € Hy (k := 1,...,N) if and only if to each posi-
tive decomposition (g1,...,gn) of g there is a positive decomposition
(f1,-.., fn) of f such that

fk(hk) = gk(hk) (hk eH k:=1,... ,N).

<1 Note that the left-hand side of the first inequality of the claim is
the sublinear functional py of N variables. The right-hand side is the
sublinear functional p, of the same variables. Put H:= Hy x --- X Hy
and define gy : XV — RU {+o0o} by letting gy (u) = 0 if u € H and
g (u) = 400 if u ¢ H. Evidently, g is sublinear and Oqg consists of
all N-tuples (g1,...,9n) such that gy : X — R is linear and gi|g, <0
for all k:=1,...,N. Note that p, < ps + gu. Using 3.5.6 and the
Moreau—Rockafellar formula 3.5.7 we obtain

5pg C 8(pf +pH) = 3pf + 8qH.

Consequently for every positive decomposition g = g1 +- - -+ gn we have
(917"'agN) € apg and so (glv_-”,gN) = (f17~"7fN) + (flv‘”v.fN)

with (f1,...,f~) € Opy and (f1,...,fn) € Ogu. It follows from the
above remarks that (fi,...,fn) is a positive decomposition of f and

3.5.9. An order bounded functional on a vector lattice is a two-point
relation if and only if its kernel is a vector sublattice of the ambient vector
lattice.
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< Let [ be an order bounded functional on a vector lattice X. We
may present [ as the difference of the two disjoint functionals { = [T —1~,
where [T and [~ are the positive and negative parts of . For convenience,
we put f:=1%, g:=1", and H:= ker(l). It suffices to demonstrate only
that g is a lattice homomorphism; i.e., [0,g] = [0, 1]g (cp. 3.4.1(3)).

So, we take 0 < g1 < ¢ and put go := g — g1. We may assume
that g1 # 0 and ¢g; # g, since otherwise there is nothing left to prove.
By hypothesis, for all hq, hy € ker(l) we have the inequality

f(hl Vv hz) > g(hl V hg)

By the Decomposition Theorem there is a decomposition of f into the
sum of some positive terms f = f; + f2 such that fi(h) — g1(h) = 0
and fa(h) — ga(h) = 0 for all h € H. Since H is the zero hyperplane of
1 = f—g, we see that there are reals a and j satisfying f1 —g1 = a(f —g)
and fo — go = B(f — g). Clearly, a + 8 = 1 (for otherwise f = g and
1 = 0). Therefore, one of the reals a and S is strictly positive. If o > 0
then we have g1 = ag for f and ¢ are disjoint. Since g; is not equal to
zero, it follows that 0 < o < 1 and ¢; € [0,1]g. If 8 > 0 then, arguing
similarly, we see that go = Bg. Since g1 # g; therefore, go # 0. Hence,
0 < B8 < 1 and we again see that ¢g; € [0,1]g. >

3.5.10. PROOF OF THEOREM 3.5.4.

<I We ought to demonstrate only the sufficiency part of the claim.
So, let T' be an order bounded operator from X to Y and the kernel
ker(bT) := (bT)~1(0) of each stratum of T is a vector sublattice of X.

We reduce the problem to 3.5.9 by means of Boolean valued “scalar-
ization.” Without loss of generality, we can assume that Y is a nonzero
space embedded as an order dense ideal in the universally complete vec-
tor lattice Z.

Denote by 7 := T the modified ascent of T' to V(E). Then by 1.6.8

[tT: X" —=>Z]=1, (VzeX)][r(z")=Tz] =1.

Straightforward calculations of truth values show that 771 = 7 and
T—1 = 7~ within V(®); see 3.3.5. Moreover, [ker() is a vector sublattice
of X*] = 1. Indeed, given z,y € X, put

b:=[Tz=0"]A[Ty=0"].

This means that z,y € ker(bT") by 2.2.4 (G). Hence, we see by hypothesis
that oT'(z Vy) = 0, whence b < [T(xz Vy) = 0"] again by 2.2.4(G).
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Replacing T by 7 yields
[r(z") =0"A7(y") =0"] < [r(zVy) =0"].

A straightforward calculation of Boolean truth values with use of the
last estimate

[ker(7) is a vector sublattice of X"
=[(Va,y € X*)(r(z) = 0" A7(y) =0" = 7(zVy) =0")]

= A\ Ir@)=0"Ar@y") =0"]=[r((zVy)") =0"]=1.
z,yeX

completes the proof. >

3.6. SuMs OF LATTICE HOMOMORPHISMS

In this section we will give a description for an order bounded op-
erator T" whose modulus may be presented as the sum of two lattice

homomorphisms in terms of the properties of the kernels of the strata
of T.

3.6.1. Recall that a subspace H of a vector lattice is a G-space or
Grothendieck subspace provided that H enjoys the property:

Vx,ye H) (xkVyvVO0+zAyA0e H).

3.6.2. Theorem. Let X and Y be vector lattices with Y Dedekind
complete. The modulus of an order bounded operator T': X — Y is the
sum of some pair of lattice homomorphisms if and only if the kernel of
each stratum bT of T with b € B:= P(Y) is a Grothendieck subspace of
the ambient vector lattice X.

We argue further as follows: Using the functors of canonical em-
bedding and ascent to the Boolean valued universe V(®) we reduce the
matter to characterizing a Grothendieck hyperspace that serves as the
kernel of an order bounded functional over a dense subring of the reals R.
The scalar case is settled by the following four auxiliary propositions.

3.6.3. A functional | is the sum of some pair of lattice homo-
morphisms if and only if | is a positive functional with kernel a Gro-
thendieck subspace.
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<1 Necessity is almost evident. Indeed, assume that [ = f 4 g with f
and g lattice homomorphisms. Take hy such that f(hx) + g(hy) = 0 for
k:=1,2. Then

f(hiVhaV0)= f(h1)V f(he) VO
= (=g(h1)) V (=g(h2)) V0 = —g(h1) A g(ha) A O.

Similarly, g(h; V ha V 0) = —f(h1 A ha A 0). Finally, these yield
I(hi VhaVO+hi Aha AO)=(f+g)(h1 VhaVO+hy Aha AO)=0.

Hence, ker (1) is a Grothendieck subspace.

Sufficiency: Take I > 0 and assume that ker(l) is a Grothendieck
subspace. If [ has no components other than 0 and [ then [ is a lattice
homomorphism and we are done. Recall that component of f is an
extreme point of the order interval [0, f].

Let f be a component of [ such that 0 # f and f # [. Denote by g
the component of [ disjoint from f; i.e., g := 1 — f. Clearly, g # 0 and
g # f. Check that [0, f] = [0,1]f. To this end, take a functional f; such

thatOéflgf, f17é(), andf17éf. Put f2 ::f,fl.
Since H is a Grothendieck subspace; therefore,

h1V ha V hg + hy Ahy A hs
:(hl—hg)\/(hg—h3)\/0+(h1—h3)/\(h2—h3)/\0+2h3GH

for all hy, hy, hg € H. Consequently,
(Vhl, h2, h3 c H) l(h1 V hy V hg) > l((*hl) \Y (7h2) V (7h3))

The decomposition of f into the sum f = f; + f; yields the de-
composition | = f; + fo + g of [ into a sum of positive terms. By the
Decomposition Theorem 3.5.8, there is a decomposition of [ into a sum
of positive terms [ = Iy + Iy + I3 such that for all h € H we have

Li(h) = fi(=h), la(h) = f2(=h), I3(h) = g(—h).
Since H is the hyperplane of [, there are reals oy, as, a3 € R such that
fith=ai1(f+9), fotl=a(f+g), g+lz=oas3(f+9).

Summing up all these equalities and recalling that [ # 0, we see that
o+ as +az = 2.
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Summing up the first two equalities, we arrive at the following: f +
l1+1s = (a1 +a2)(f+g). We thus obtain (a1 +as—1)f+ (a1 +asz)g =0
and a1 + a9 > 1 since f and g are disjoint. Similarly, (az—1)g+azf >0
and (ag — 1)g > 0. Since g # 0; therefore, ag > 1. Finally, ag + as =1
and ag = 1. We thus conclude that I3 = f and I; + I3 = g. Moreover,
fi—a1f =aig—1;. Since 0 < f1 < f and 0 < I; < g; therefore,
[fi—a1fl <1+ ]oq|)f and |azg — l1] < (1 + |az])g. Since f and g are
disjoint, we have f; = a1 f. Since f > f1 # 0, we see that 1 > a1 > 0
and the proof is complete. >

3.6.4. Given an order bounded functional | on a vector lattice X,
assume that l; # 0 and l_ # 0. The kernel ker(l) is a Grothendieck
subspace of X if and only ifl; and l_ are lattice homomorphisms on X
(or, which is the same, ker(l) is a vector sublattice).

< Sufficiency is obvious.
Necessity: Put f =1, # 0, g :=1_ # 0, and H := ker(f — g).
Assume further that 0 < f < f, 0<7g < g, and hy, ha, hg € H. Clearly,

f(h1VhaV h3)+g((—h1) V (=h2) V (—h3))
> f((=h1) V (=ha V (=hs)) 4+ g(h1 V ha V hg) > f(—h1) + g(ha).

Given x1,x2,x3 € X, put

es(x,y,z) =1 a1 Vaa Vs o(z) = —x;

x?
m(x1, w2, w3) := f(—x1) +G(x2); p:=foes; q:=goezoo.

Using subdifferential calculus and the new notation, we can rephrase (1)
as follows:

m € 8(p + g+ 8(H?)) = d(p) + 0(q) + O(3((H?)),

where §(U) is the indicator of a set U (i.e., §(U)x = 0 for x € U and
0(U)x = +oo for x ¢ U) and O(s) is the subdifferential of a sublinear
functional s.

The Decomposition Theorem yields some decompositions of f and g
in the sums of positive terms f = f; + fo + f3 and g = g1 + g2 + g3 such
that

fit+groo—foo€d(§(H)); fotgaoo—ged(6(H));
fa+gzooe 8(5(H))
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Since H is the hyperplane of I; therefore, 9(6(H)) = {tl : t € R}. Hence,
there are reals o, 3,7 € R satisfying

fi—q+f=alf-9; fom92—9=8(f—9); fs—g3=1(f—9).
Put t := a + 3+ v — 1. Addition yields tf — f = tg — g. Hence,

0<[tf = Ffl=Itg—gl=Itf — FINItg =gl < (L +[t)(f Ag) = 0.

Consequently, f =tf and g = tg. By hypotheses, 0 <t < 1. Therefore,
[0, f] = [0,1]f and [0,g] = [0,1]g, and so [ is a difference of lattice
homomorphisms. We conclude that ker(l) is a vector sublattice and the
proof is complete. >

3.6.5. The kernel of an order bounded functional is a Grothendieck
subspace if and only if so is the kernel of the modulus of this functional.

< Sufficiency: Let [ : X — R be an order bounded functional. If
ker(|l|) is a Grothendieck subspace then |I| = I3 + Iz by 3.6.4, where
l1 and Iy are lattice homomorphisms. Two lattice homomorphisms are
either disjoint or proportional. Without loss of generality, we can assume
that [; and Iy are disjoint components of |I| each distinct from 0 and |I|
(otherwise, I would be a lattice homomorphism). The order interval
[0,]!]] lies in some plane since [0,1]l; 4 [0, 1]l = [0,]!|]. Consequently,
every extreme point of [0, |/|] belongs to the set {0,112, |I|}. Since I, and
[_ are also disjoint components of ||, we see that | =11 +ly or [ =1; — 1l
or I = ly — ;. In the first case ker(l) is a Grothendieck subspace by
3.6.4; and in the remaining two cases it is a vector sublattice (thus,
a Grothendieck subspace) of X.

Necessity: Assume that ker(!) is a Grothendieck subspace. If either
of the functionals I and [_ equals zero then ker(|l|) = ker(!) and we are
done.

Ifly # 0 and [_ # 0 then [, and [_ are lattice homomorphisms
by 3.6.4. Thus, |l| is the sum of a pair of lattice homomorphisms.
By 3.6.3, ker(]l|) is a Grothendieck subspace. >

3.6.6. The kernel of an order bounded functional is a Grothendieck
subspace if and only if the modulus of this functional is the sum of a pair
of lattice homomorphisms.

< Let | be an order bounded functional. By 3.6.5 the kernel ker()
of [ is a Grothendieck subspace if and only if so is the subspace ker(|l|).
Since |!| is a positive functional, we are done by 3.6.3. >
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3.6.7. PROOF OF THEOREM 3.6.2.

< We start with “scalarizing” the problem. Without loss of gener-
ality, we can assume that Y is a nonzero space embedded as an order
dense ideal in the universally complete vector lattice %) which is the
descent of the reals % within V().

We further let X* stand for the standard name of X in V(®), Clearly,
X" is a vector lattice over R within the Boolean valued universe V(B).
Denote by [ := T the modified ascent of T' to V(®). By Theorem 3.3.3
[l € (X*)™] =1 and [i(z") = Tz] = 1 for all x € X. Working
within V(B) we see

[ker(l) is a Grothendieck subspace of X"
=[(Vz,y € X")(I(z) = 0"Al(y) = 0" = I(zVyVO+zAyA0) =0")] (2)

= A [i@")=0"Aly")=0" = 1((xVyVO+zAyA0)") =0
z,yeX
Sufficiency: Take z,y € X and put b := [Tz = 0" A [Ty = 0"].
In view of 2.2.4 (0) this means that x,y € ker(bT"). By hypothesis the
kernel of each stratum bT is a Grothendieck subspace. Hence, bT(z V
yVO0+zAyA0)=0. In other words,

[Te=0"]A[Ty=0"]<[T(xVyvVO+zAyA0)=0"].
By (2) in follows that
[ker(l) is a Grothendieck subspace of X"] = 1.

Applying 3.6.6 to the order bounded functional ! within V(®) and using
the maximum principle, we see that [ is the sum of two lattice homo-
morphisms ; and I within V(®). Define the operators Ty, T5 : X — Z|
as T := 1] and Ts := l3]. According to 3.3.6 (1) 71 and T3 are lattice
homomorphisms satisfying T} + 15 = T'. Since Y is an ideal of #Z|, the
ranges of 77 and 75 lie in Y.

Necessity: Assume that |T'| is the sum of a pair of lattice homomor-
phisms. By Theorem 3.3.3, the ascent of the sum of some summands is
obviously the sum of the ascents of the summands, and so [ is an order
bounded functional within V(®) whose modulus is the sum of some pair
of lattice homomorphisms. From 3.6.6 it follows that

[ker(l) is a Grothendieck subspace of X"] = 1.
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Considering (2), we infer that the kernel of each stratum bT of T is
a Grothendieck subspace of X. Indeed, for z,y € X it follows by (2)
that

[l(z") =0"Al(y")=0" = 1l((xVyVO+zAyA0)")=0"] =1.
Therefore,
[i(z") = 0" [ A [i(y") =0" ] < [i{(zVyVO+azAyAD)")=0"]

Consequently, if b € B and bT'z = bTy = 0 then b < [Tz = 0] A [Ty = 0]
by 2.2.4(G) or, taking into account the definition of I = T'1, b < [la” =
0"] A [ly" = 0] and we obtain

[l((xvyVvVO+2xAyA0)")=0"]>b.

Finally, one more use of 2.2.4 (G) gives bT(x VyV 0+ z Ay A0) =0.
The proof of the theorem is complete. >

3.7. PoOLYDISJOINT OPERATORS

The aim of the present section is to describe the order ideal in
the space of order bounded operators which is generated by the order
bounded disjointness preserving operators in terms of n-disjoint opera-
tors.

3.7.1. Let X and Y be vector lattices and let n be a positive integer.
A linear operator T : X — Y is n-disjoint if, for every disjoint collection
of n + 1 elements xg,...,z, € X, the meet of {|Txk| k= 0,1,...,n}
equals zero; symbolically:

(Vzo,z1...,2n € X) ap Loy (k#£1) = |Taxo|A---N|Tx,| =0.

An operator is called polydisjoint if it is n-disjoint for some n € N.

Evidently, if an operator is n-disjoint then it is m-disjoint for all
m = n.

A 1-disjoint operator is just a disjointness preserving operator. The-
orem 3.6.2 tells us that 2-disjoint operators are just those satisfying the
condition: the kernel of every stratum is a Grothendieck subspace.

Consider some simple properties of n-disjoint operators.
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3.7.2. Let X and Y be vector lattices with Y Dedekind complete.
An operator T € L™~ (X,Y) is n-disjoint if and only if its modulus |T|
is n-disjoint.

< Sufficiency is obvious from the inequality |T'(z)| < |T|(|z|) (z € X).
Suppose that the operator T is n-disjoint. Take pairwise disjoint el-
ements eq,...,e, € X;. Observe that if |zx| < eg then zp L
(k # 1); therefore, |Txzo| A --- A |Txy| = 0. Passing to the supremum
over o,. .., &, in the last equality, we obtain |T|eg A--- A |T'|e, = 0 by
3.1.4(5). >

3.7.3. Let Ty,...,T, be order bounded disjointness preserving op-
erators from X toY. Then T:=1T) + - -- + T, is n-disjoint.

< Take zg,x1,...,2, € X with xx L z; for all £ # [. Then, from
2.1.6 (3) we have

/\ |Txr| < Z |TL(0):L‘0| A A |Tb(n)1‘n|,
k=1 el

where T is the set of all mappings from {0,1,...,n} to {1,...,n}. Evi-
dently, each summand on the right-hand side contains at least two iden-
tical indices. Assuming that m:= 1(k) = () for some k # | we deduce

|TL(0).C130| A \TL(l)xl\ A A |TL(n).’En‘ < ‘mek| A ‘mel|
< |Twl(lzw]) ATl (l2i]) = [Tin|(lzk| A lz2]) = 0.

It follows A;_, |Tzx| = 0 and the proof is complete. >
In the next two propositions we will characterize n-disjoint order
bounded functionals; i.e., “scalarize” the problem.

3.7.4. Assume that f € C(Q)’ is n-disjoint for some n € N. Then
there exist q1,...,q, € Q and a1, ...,a, € R such that

f = Z akéqk
k=1

where 6, € C(Q)" is the Dirac delta measure z — z(q) (z € C(Q))
at g € Q.

<1 Assume that f is an n-disjoint functional. According to 3.7.2 there
is no loss of generality in assuming that f is positive. Prove that the
corresponding Radon measure p is a linear combination of n Dirac delta
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measures. This is equivalent to saying that the support of x contains at
most n points. If there are n + 1 points qg,q1,...,q, € @ in the sup-
port of p then we can choose pairwise disjoint compact neighborhoods
Uy, Uy, ..., U, of these points and next take pairwise disjoint open sets
Vi € Q with u(Uy) > 0and U, C Vi, (k=0,1,...,n). Using the Tietze—
Urysohn Theorem, construct a continuous function xj on @ which van-
ishes on @\ Vy and is identically one on Ug. Then zgAz1A-- Az, = 0 but
none of f(xo), f(z1),..., f(z,) is equal to zero, since f(zg) = u(Ug) > 0
for all k:= 0,1,...,n. This contradiction shows that the support of
contains at most n points. >

3.7.5. An order bounded functional on a vector lattice is n-disjoin
if and only if it is representable as a disjoint sum of n order bounded
disjointness preserving functionals. This representation is unique up to
permutation.

< Let f be an n-disjoint functional on a vector lattice X and de-
note by m the least natural for which f is m-disjoint. Then there ex-
ists a disjoint collection z1,...,x,, € X such that none of the reals
f(z1),..., f(zm) is equal to zero. Let J(e) stand for the order ideal in
X generated by e:= |z1]| + -+ + |zy|. By the Kakutani-Kreins Repre-
sentation Theorem we can consider J(e) as a norm dense vector sublat-
tice of C(Q) for some Hausdorff compact topological space Q. Clearly,
fls(e) admits the unique extension f¢ by continuity to the whole of
C(Q); moreover, f¢ is m-disjoint. By 3.7.4 f|;c) = f¢|s() is repre-
sentable as a sum of m nonzero order bounded disjointness preserving
functionals fy,..., f,. Given x € X, we can choose m nonzero order
bounded disjointness preserving functionals f; (z), RN fﬁfx) on J(e(x))
with e(x) = |z| 4 e such that f|;(z)) = ff(m) +-F ffn(x). Finally, the
functional fj defined on X by letting fi(z):= f;(z)(x) is order bounded
and disjointness preserving, while f = f; +- -+ f,,,. The functionals fj
and f; with k # [ are disjoint. Indeed, for every x € X the functionals
f,j(x) and fle(z) are disjoint and so

(fru A fi)() = inf { fr(z1) + fi(ze) © 21,20 € X1, 1 + 20 = 2}
= inf{f;(z)(xl) + fle(x)(xg) w120 € J(e(n))4, T1+ 22 =2} =0.

If m < n then some zero terms should be added. >

3.7.6. Let T : X — Z| be an order bounded linear operator and
7:=T71. Then 7 is n"-disjoint if and only if T' is n-disjoint.
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< Put b:= [ is n"-disjoint] and ensure that if T is n-disjoint then
b = 1. Identifying n" with {0,...,n — 1} and using 1.5.2, we deduce

b= [(vy 0t = XN (k1 <) (k£ 1 — v(k) L (1)

— inf |r(v(k)) = o)]]

enn

_ /\{|[inf{|7(u(z))| c1en'}=0]: ven - X,
[(Vk,Len)(k#1—v(k) Lv@)] = 1}

- A { [inf{|7(im(»))] = 0] : v] € [n— X"|],
Vk #D[vIk) Lvl1)] = 11}.

Since X*| = mix{z" : = € X}, we can choose a partition of unity
(be)ee= and a finite collection of families (z¢ k)ec= (k:=0,1,...,n)in X
such that v](k) = mixge=z(bexf ;). It follows from [v](k) L v]())] =1
that x¢r L z¢; whenever b # 0 and k # [. Putting A; =
{ze0s- -, Ten}, We can easily check that be < [im(v) = AZ]. Work-
ing within the relative universe V(B¢) with B¢ := [0, b¢] and using 1.6.8
and 2.2.4 (G), we deduce 7(A}) = T'(A¢)t and inf [T(A¢)1| = inf [T'(A¢)],
so that

vy(Be) = inf [7(im(v))| = inf |7(Ag)| = inf [T'(A¢) 1] = inf |T'(Ag)].

Thus, inf|T(A¢)] = |Tzeo| A -+ A |Tzepn| = 0 or, equivalently,
[inf |T(A¢)] = 0] = 1 for all £, since T is n-disjoint. Using 1.2.5(3)
we deduce

be < [inf [7(im(v))| = inf [T(Ag)(] A [inf [T (Ae)| = 0]
< [inf |7 (im(v))| = 0],

so that b = 1. The converse is demonstrated similarly. >

3.7.7. Theorem. An order bounded operator from a vector lattice
to a Dedekind complete vector lattice is n-disjoint for some n € N if
and only if it is representable as a disjoint sum of n order bounded
disjointness preserving operators.
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< Assume that X and Y are vector lattices with Y Dedekind
complete. Assume further that T € L(X,Y) is order bounded and
n-disjoint. Let 7 € V(®) be an internal linear functional on X" with
[Tz =7(z")] =1 for all z € X. Then 7 is order bounded n-disjoint
functional by 3.3.3 and 3.7.6. According to the transfer principle, apply-
ing 3.7.5 to 7 yields some pairwise disjoint order bounded disjointness
preserving functionals 7y,...,7, on X" with 7 =7 + .- + 7,. It re-
mains to observe that by Theorem 3.3.3 T} = 7] is an order bounded
disjointness preserving operator from X to Y and T =11 + --- + T,,.
Moreover, if k # [ then T}, and T} are disjoint by Corollary 3.3.5 (5). >

3.7.8. The representation of an order bounded n-disjoint operator
in Theorem 3.7.7 is unique up to mixing: if T =Ty +---+T, = S1+---+
Sm for two disjoint collections {T1,...,T,} and {S1,...,Sn} of order

bounded disjointness preserving operators then for every 3= 1,...,m
there exists a disjoint collection of band projections m1,,. .., 7, € P(Y)
such that

S, =m, Ty + -+ 7, Ty,

for all 3:=1,...,m.
< Let Ty, 7, and 73 be the same as in the proof of 3.7.7 and oy := SiT.
Then
[r=n+ - +Twr =014+ +0om] =1

It follows from the uniqueness of the representation in 3.7.5 that [(Vj <
m") (32 < n") (o, = 7,)] = 1. Evaluating the Boolean truth values
for quantifiers according to 1.2.3 yields 1 = \/|_ [0, = 7] for every
g < m. For every 3 < m we can take a partition of unity (b,;)7—;
such that [o, = 7,] > b,, or, equivalently, o, = mix,<,, b,,7,. It follows
that S, = m,T1 + --- + mp,T5, for all y:=1,...,m, where m,, = x(b,;)
by 3.3.7. >

3.7.9. Corollary. A positive linear operator from a vector lattice to
a Dedekind complete vector lattice is n-disjoint if and only if it is the
disjoint sum of n lattice homomorphisms.

3.7.10. Corollary. The set of polydisjoint operators from a vector
lattice to a Dedekind complete vector lattice coincides with the order
ideal in the vector lattice of order bounded linear operators generated
by lattice homomorphisms or, equivalently, by disjointness preserving
operators.
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3.8. SuMS OF DISJOINTNESS PRESERVING OPERATORS

In this section we examine the problem of finding conditions for the
sum of a finite collection of order bounded disjointness preserving oper-
ators to be n-disjoint. We will start with the case of functionals.

3.8.1. For a finite collection of order bounded disjointness preserving
functionals f1,..., fxy on X the following are equivalent:

(1) f, + f, is disjointness preserving for all 1 < 1,3 < N.

(2) |f1l+ -+ |fn]| is a lattice homomorphism.

(8) There exists a lattice homomorphism h : X — R such that f, =
Ah (2:=1,...,N) for some A,..., Ay €[0,1] CR.

(4) If f, # 0 and f, # 0, then |f,| A |f,| #0 for all 1 <1,7 < N.

(5) f. # 0 and f, # 0 imply ker(f,) = ker(f;) for all 1 <2,7 < N.

< (1) = (2): Assume that (1) holds, while h:=|f1| + -+ + |fn] is
not a lattice homomorphism. Find naturals 1 < ¢, < N with f, # 0,
f; #0,and f, L f,. It follows that |f, + f,| = |f.| + |f,| is not a lattice
homomorphism, whereas f, + f, is disjointness preserving; a contradic-
tion.

(2) = (3): This is immediate from 3.4.1 (3) with h:= |f1|+- - -+]|fn]-

(5) = (3): If f1 = --- = fy = 0, there is nothing to prove. Other-
wise, choose a natural 3 < IV with f;, # 0. Then for each nonzero f, we
have ker(f,) = ker(f,) and so f, = A;f, for some nonzero A\, € R. Put
A, = 0 whenever f, = 0. It remains to put h:= |f1|V--- V|fn|.

The remaining implications (3) = (4) = (5) and (3) = (1) are
obvious. >

3.8.2. Assume that n,N € N and n < N. For a finite collection of
order bounded disjointness preserving functionals fi,...,fny on X the
following are equivalent:

(1) The sum g1+ - -+ gn+1 is n-disjoint for an arbitrary permutation
(91,---,9n) of (f1,..., fn).

(2) |fal + - + | fn] is n-disjoint.

(3) There is a permutation (g1,-..,9n) of (f1,...,fn) such that
gi,--.,9n are pairwise disjoint and, for 1.:=n +1,..., N, the represen-
tation g, = A, g,(,) holds with some x(2) € {1,...,n} and X € R, |A| < 1.

< Simple arguments similar to those in 3.8.1 will do the trick. >

3.8.3. Having settled the scalar case, let us discuss the conditions
under which the sum of order bounded linear operators is disjointness
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preserving or n-disjoint with n > 1. The following definition is motivated
by 3.7.8.

Given two collections .7 := (T1,...,Tx) and . := (S1,...,SNn) of
linear operators from X to Y, say that . is a P(Y)-permutation of 7
whenever there exists an N x N matrix (m,;) with entries from P(Y),
whose rows and columns are partitions of unity in P(Y") such that S, =
SN maTy for all o= 1,...,N (and so T; = Y 7,8, for all [ :=
1,...,N).

The range projection Rp of an operator T': X — Y is the least band
projection in Y with T' = RpoT or, equivalently, Rr is a band projection
onto the band T(X)*+ in Y.

3.8.4. Let T be an order bounded linear operator from X toY := %Z
and 7:=T7. Then x([r # 0]) coincides with the range projection Rr.

< It follows from the Gordon Theorem that, given y € Y, the band
projection [y] onto {y}*+ coincides with x([y # 0]). Therefore, we can
calculate

b:=[1#0]=[3Fz e X")71(x) # 0]
=V Ir@) #0] = \/ [T() # 0].

zeX reX

It remains to observe that x(b) =\, x x([T(z) #0]) = V,cx[T(z)] =
Rr. >

3.8.5. Given 7,0 € V) with [r,0 : {1, ,NIY — (X)) = 1.
Forl € {1,...,N} put 7, := T¢(l), oy (l) T; := 7], and S; :=
a1]. Denote (7'1,.. ,Tn~ ) := im(7) and (01,.. ,on~):= im(c). Then
(01,...,0n7) Is a permutamon of (11,...,7n~) within V(B) if and only
if (S1,...,Sn) is a P(Y)-permutation of (Tl, ooy TN

< Assume that (o1,...,0n4) is a permutation of (71, ...,7n4). Take
some permutation v : {1,...,N}* — {1,..., N}" such that o, = 7,
(» € {1,...,N}"). By 1.5.8 v] is a function from {1,...,N} to
({1,...,N")] = mix({1",...,N"}). Thus, for each » € {1,...,N}
there exists a partition of unity (b,,;)#., such that v](2) = mix;<n (b, 10").
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Since v is injective, we have

1= [[(VZ,] € {17"'aN}A)(V(Z) = V(]) - Z:])]]

= N\ [v(") =v(p") =" =7]

2,0=1

- A M@ =40l =" =71,

and so [v](z) = v]()] < [¢* = 7"] for all ¢, 3 < N. Taking this inequality
and the definition of v] into account yields

b A by < ) = VA [r() = 1] < [10) = 0] < [ = '],

so that ¢ # 7 implies b,; Ab); = 0 (because ¢ # j <= [ = "] = O
by 1.4.5(2)). At the same time, the surjectivity of v implies

1=[Vle{l,...,N}")3ve{1,....,NI) =v()]

N N N N
= /\ \/[[lA =v]()] = /\ \/ by1-
1=1:=1

1=12=1

Hence, (b, ;)Y is a partition of unity in B for all [ = 1,..., N. By the
choice of v it follows that b,; < [o, = 7], because of the estimations

by <o) =7(w@ )] A [v(") =1"]
<[o(e") =7(")] = [on =7].
Put m,; := x(b,;) and observe that b,; < [o,(z") = (z")] < [Siz =
Tyz] for all z € X and 1 < 1,7 < N. Using 2.2.4(G), we obtain 7, ;5, =
17 and so S, = Zfil m, Ty for all 1 <+ < N. Clearly, (m,;) is the

N x N matrix as required in Definition 3.8.3. The sufficiency can be
seen by the same reasoning in the reverse direction. >

3.8.6. Theorem. For a finite collection of order bounded disjointness
preserving linear operators Ty,...,Tny from X to Y the following are
equivalent:

(1) T, + T, is disjointness preserving for all 1 < 1,3 < N.
(2) |T1|+ -+ + |Tn| is a lattice homomorphism.
(3) There exist a lattice homomorphism T : X — Y and orthomor-
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phisms 1,...,0, € Z(Y) such that T, = o,T (1:=1,...,N).

(4) If Ry, o R, < Ryp, a7, for all 1 < 2,5 < N.

(5) Form € P(Y) and 1 < 1,3 < N the inequality m < Rr, o Ry,
implies ker(nT,) = ker(nT)).

<1 We may assume without loss of generality that Y = £]. Put
fi:=T,1 (1:=1,...,N). Note that 3.8.1 is valid within V(®) in view of
the transfer principle, so that it suffices to ensure that 3.8.6 (k) is equiva-
lent to the interpretation of 3.8.1 (k) within V(®) for all k = 1,...,5. For
k = 1,2 the equivalences are obvious. Putting h:= T'1 and using 3.3.6 (1)
yields [3.8.1(3)] = 1 < 3.8.6 (3). Furthermore, 3.8.6 (4) may be sym-

bolized as ® = (V1,7 € {L,...,N}")(fy # 0A £, # 0 = [ A1fy] #0),
so that

[@] = A [f# 0N LS, # 01 = DA AL # 0]
2,)< N
Thus, [3.8.1(4)] = 1 if and only if [f, # O]JA[f, # 0] < [|f.|A|f,] # 0] for
all 1, 7 < N. The latter is equivalent to 3.8.6 (4) by 3.8.4. The remaining
equivalence of [3.8.1(5)] = 1 and 3.8.6 (5) is verified by combining the
above arguments with the proof of 3.4.2. >

3.8.7. Theorem. Let n, N € N and n < N. For a collection of order
bounded disjointness preserving linear operators 11,...,Tny from X to
Y the following are equivalent:

(1) For an arbitrary P(Y')-permutation Sy, ..., Sy of Ty,...,Tx the
sum Sy + - -+ + Sp41 Is n-disjoint.

(2) |Tu| + - - - + |Tw| is n-disjoint.

(3) There exists a P(Y)-permutation Si,...,Sy of Ti,...,Txn such
that S1,...,S, are pairwise disjoint and each of Sy, +1,...,SN is repre-
sentable as S, = Y. | &, ,S, for some pairwise disjoint ai ,..., o, €
ZY)(p:=n+1,...,N).

<1 We can assume that Y = £ and put 7, := T;T. The equiva-
lence (1) <= (2) is immediate and we need only check (2) < (3).
Moreover, there is no loss of generality in assuming that T7,...,Ty are
lattice homomorphisms so that 7, ..., 7y are also assumed to be lattice
homomorphisms within V(&)

(2) = (3): Supposing (2) and working within V(B observe
that 7 + --- + 7y is n”-disjoint and so there exists a permutation
v : {l,...,N}» — {1,...,N}" such that 7,(,...,7y(n) are pair-
wise disjoint lattice homomorphisms, while each of the homomorphisms
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Ty(nt1)s- - - Tw(N) 1S proportional to some of 7,(1),. .., T,(n) With a con-
stant of modulus < 1. The latter is formalized as follows:

o= Wie{n+1,...,N}")(3Fye{l,...,n}")
(B8 € Z)(IBl S 1A T = BTuy)-
Put S, := 7,,) (2 := 1,...,N). Then (Si,...,8y) is a P(Y)-

permutation of (Ty,...,Tx) and (Si,...,S,) are pairwise disjoint by
3.3.5(5). Moreover, [®] =1 by transfer. Hence,

N n
1= A\ VIGAB )8l <1ATwr = Brupn)]
1=n+1jy=1

It follows that for each n +1 < 2 < N there is a partition of unity
{b,1,.--,b,n} in B such that b, , < [(3B)(B € Z)(|B] < LA Ty 1) =
B7,(;7))]. According to the maximum principle there exists 3,, € Z|
with b,, < [|8.,;] < 1] A [7@ry = BuyTuny]. Observe that for each
x € X we have

bla] < [[TV(V\) = ﬁldTV(jA))]] < [[Tu(z/\)(m/\) = Bz,jTu(jA)(x/\)ﬂ
A rpany (@) = Siz] A [ryony (27) = Syx] < [Siz = B,,,S,x].

Putting 7, ,:= x(b,,,) and o, ,:= 7, , 5, , and using the Gordon Theorem,
we see that m, ,S;x = o, ;,5,2, whence S, = Z?:l o, ,S; as required.
(3) = (2): This is demonstrated along the above lines making use

of 3.7.6, 3.8.2, and 3.8.5. >

3.9. REPRESENTATION
OF DISJOINTNESS PRESERVING OPERATORS

The main result of the present section is representation of an arbitrary
order bounded disjointness preserving operator as a strongly disjoint sum
of operators admitting some weight-shift-weight factorization.

3.9.1. Let B be a complete Boolean algebra and let ¢ be a 2-valued
Boolean homomorphism on B with 2 := {0, 1} C R. Define Z(p) as
the set of all spectral systems x € &(B) satisfying ¢(z(s)) = 0 and



156 Chapter 3. Order Bounded Operators

@(x(t)) =1 for some s,t € R. For z € Z(p) we can choose t = —s > 0,
since the function ¢ — ¢(z(t)) is increasing, so that

9(p)i={x € &(B): (3s € Ry) p(a(s)) = 1, p(a(—s)) = 0}.

Moreover, for every finite collection x1, ..., %, € &(B) thereis 0 < s € R
such that ¢(z,(s)) =1 and ¢(x,(—s)) =0foralle=1,...,n

Recall that G(B) is a universally complete vector lattice with zero
element 0 and weak order unit 1 defined as 0(¢):= 1 if ¢t > 0 and 0(¢):= 0
ift<0,1(t):=1ift >1and 1(¢):=0if t <1 (cp. 2.8.2 and 2.8.3).
Moreover, b + b in 2.8.2 is a Boolean isomorphism of B onto C(1) and
we will identify these two Boolean algebras. Denote by J(1) the order
ideal in G(B) generated by 1.

3.9.2. 9(p) is simultaneously an order dense ideal in &(B) and an
f-subalgebra with unit 1.

< Take arbitrary z,y € Z(¢), 0 < a € R, and z € &(B) with
0 < z < |z|, and choose s € Ry such that p(z(s)) = ¢(y(s)) = 1 and
np( (e —9)) = p(z(—s)) = o(y(— )) = 0 for some 0 < € € R. Then
o(z+y)(25)) = 1 and o((z + y)(~25)) = 0 by 2.7.6 (5), p((a)(as)) =

1 and ¢((az)(—as)) = 0 by 2.7.5(1), ¢(Jz|(s)) = 1 by 2.7.6(3) and
o(Jz|(—s)) = 0 by 2.7.4(1), since |z| > 0. Moreover, ¢(z(s)) = 1 and
(z(—s)) = 0 by 2.7.4 (1) and the above proved property of |z|. It follows
that « + y, az, |z|, and z lie in 2(p) and so Z(p) is an order ideal. It
remains to observe that for the same z and y we have p(|zy|(s?)) = 1
and o(|zy|(—s?)) = 0 by 2.7.6 (6), so that zy € Z(y) and hence Z(yp) is
an f-subalgebra of G(B) containing 1. >

3.9.3. A spectral system x € &(B) is contained in Z(y) if and only if
there exists a countable partition of unity (b,) in B such that ¢(b,,) =1
for some m € N and b,z € J(1) for all n € N.

<1 By 3.9.2 we can assume that x is positive. Take a partition (¢,)5
of the real half-line Ry and put b, := z(t,) — z(t,—1) for all n € N.
Clearly, (b,,) is a partition of unity in B. If x € 2(¢) then ¢(z(tm)) =1
for some m € N and we can choose the first natural m with this property.
Then ¢(by) = @(x(tm)) — @(x(tm-1)) = 1. At the same time z(t) >
x(tn) = b, whenever ¢t > ¢, and so (b,z)(t) = b, Az(t) + b = 1 by
2.7.5(4). It follows from 2.7.4 (1) that 0 < bz < ¢, 1.

Conversely, if a partition of unity (b,) satisfy the above condition
then ¢(b%,) = 0 and ¢((by,x)(to)) = 1 for some tg > t,,. In view of
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2.7.5 (4) we have @(z(t9)) = @(bm A z(to) + b%,) = @((bnx)(to)) = 1, so
that z € 2(p). >

3.9.4. The order ideal J(1) is uniformly dense in 2(y).

<1 By 3.9.3 z € () can be written as x = 0-y .| b,x,, where x,, €
J(1) for all n € N and (b,,) is a partition of unity in B with ¢(b,,) =1
for some m € N. Put y, = > ;_; bpxy and e = 0-y .~ | nbyz,. Clearly,
e exists in 6(B) and e € Z(p) by 3.9.3. Moreover, y, € J(1), and
|z — yn| < (1/n)e (n € N). >

3.9.5. Let B be a complete Boolean algebra and let ¢ be a 2-va-
Iued Boolean homomorphism on B. Then there exists a unique lattice
homomorphism @ : 2(¢) — R with p|g = ¢. Moreover,

¢(x) =sup{t € R: o(x(t)) = 0}
=inf{t e R: p(z(t)) =1} (xz € D(p)).
<1 The above formula correctly defines some function ¢ : 2(¢) — R,
since for every z € 9(p) the two sets A = (p ox)~1(0) and B = (¢ o
x)~1(1) form a disjoint partition of the real line with s < ¢ for all s € A
and t € B. It is immediate from 2.7.5(1) and the definition of @ that
plaz) = ap(x) for all « € Ry. From 2.7.6 (2) we see that p(—z(t)) =1
implies ¢(xz(e —t)) =0 (¢ > 0) and @(x(—t)) = 1 implies p(—z(t)) = 0.
Consequently, for every 0 < £ € R, making use of 2.7.6 (2) we deduce
P(—z) = inf{t € R: p((-2)(t)) = 1}
<inf{t e R: ¢(z(e —t)) =0}
=—sup{t—e € R: ¢(z(t)) =0}
=—p(x)+e=—inf{teR: p(z(t) =1} +¢
=sup{t € R: p(z(-t))=1}+e¢
<sup{t € R: p(—z(t)) =0} +¢
=p(—z) +e.
It follows that p(—x) = —p(x). Observe now that if ¢((z + y)(r)) =0
and r = s+ ¢, then either ¢(z(s)) = 0 or ¢(y(t)) = 0. Using this fact we
deduce
Plo+y) =suplr €R: p((z+)
<inf{t e R: p(z(s)) =
=sup{s € R: p(z(t)) =
= ¢(x) + @(y)-

(r)) =0}
0 or p(y(t)) = 0}
0} +sup{t € R: ¢(y(t)) =0}
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Replacing by —z and y by —y and applying the identity @(—z) =
—@(x) just proved we obtain @(z +y) = @(x) + P(y). Thus, ¢ is a linear
functional. Moreover @ is a lattice homomorphism, since the identity
Pz Vy) =p(z)V p(y) is immediate from 2.7.4 (2).

The uniqueness of @ follows from 3.9.4 in view of 3.1.2(2). >

3.9.6. Let X be a vector lattice with the projection property and
B:=B(X). If f : X — R is a nonzero disjointness preserving functional
then there exists a unique Boolean homomorphism ¢ : B — {0,1} such
that

im(f]x) = o(K)R (K € B).

< Define ¢ : B — {0,1} by putting ¢(K) := 0 if K C ker(f) and
@(K) := 1 otherwise. Assume that K € B is not contained in ker(f).
Then f(z) # 0 for some z € K and K+ C {z}* C ker(f). Thus, for
every K € B either K C ker(f) or K+ C ker(f). Using this simple
properties one can easily ensure that (K A L) = ¢(K) A ¢(L) for all
K,L € B. Now use the projection property and observe that either
o(K)=1or o(K+) =1, since X = K + K+ and ¢(X) = 1. It follows
that p(K)+ = ¢(K*) and ¢ is a Boolean homomorphism from B to
{0,1}. Moreover, by the definition of ¢ we have im(f|x) = {0} = ¢(K)R
whenever K C ker(f) and im(f|x) = R = ¢(K)R otherwise. >

The Boolean homomorphism ¢ constructed from f is called the
shadow of f. It is immediate from the definition that f and |f| have
the same shadow. The Boolean homomorphism ¢ induces a homomor-
phism from P(X) to 2 defined as m — ¢(7(X)) and denoted by the
same letter ¢. From the definition of the shadow it is also clear that
o(m)fomr= fomand ¢(m)f ort = 0. Therefore, f om = ¢(m)f for all
7w € P(X).

3.9.7. In the rest of this section, X and Y are vector lattices consid-
ered as order dense sublattices in their universal completions X" and Y*.
Moreover, we assume that Y is Dedekind complete. We fix the weak or-
der units 1 and 1 in X¥ and Y¢, respectively, so that X* and Y¥ are
also f-algebras with the multiplicative units 1 and 1. Recall that ortho-
morphisms in X" and Y" are multiplication operators and we identify
them with the corresponding multipliers. Note that some notions in this
section depend on a specific choice of the unities 1 and 1.

For every e € XY there exists a unique element 1/e € X" such that
e(1/e) = [e]l. The product z(1/e) is denoted by x/e for brevity. Put
X/e:={z/e€ X": z € X}. Then X/e is a vector sublattice of X* and
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h:x+— x/e is an order bounded band preserving operator from X onto
X/e with h(e) = [e]1. If e is invertible in the f-algebra X" then h is
a lattice isomorphism of X onto X/e and h(e) = 1.

3.9.8. Theorem. Let X be a vector lattice over an ordered field P
with Q C P C R and B:= B(X). Let f : X — R be a nonzero order
bounded band preserving P-linear functional. Then there exist a 2-
valued Boolean homomorphism ¢ on B and a € R such that X /e C P(p)
and

f(z) =ap(z/e) (xe€ X). (1.1)

< Because f is nonzero, there exists e € Xy with 0 < p:= |f|(e) € P.
There is no loss of generality in assuming that e is a weak order unit,
since f preserves disjointness and {e}* C ker(f). Denote by g : X — R
a lattice homomorphism which is an extension of |f| to the Dedekind
completion X°. (Assume further that X C X° and X° is an order
dense ideal in G(B).) Such extension exists by Theorem 3.1.13. We can
also identify B(X) and B(X?), since B ++ B N X is an isomorphism of
B(X?) onto B(X). As was mentioned in 3.9.7, h : = + z/e is a lattice
isomorphism from X? onto X?/e. By 3.9.6 there exists a unique Boolean
homomorphism ¢ : B — {0,1} such that

9([Klz) = p(K)g(x) (z€X° K €B).

Observe now that if X?/e C 2(p) then g;:= goh™! and go:= @l xs /e are
real lattice homomorphisms on X /e with g;(1) = p and go(1) = 1. As
can be seen using 3.4.1, two lattice homomorphisms are either disjoint
or proportional. But the first case is impossible, since

(91 A g2)(1) = inf{g(me) + B(n"1) : 7€ P(X°)}
= inf{o(K)p+ ¢(K'): K € B(X°)} > min{p,1} > 0,

where K = 7(X?). Thus, g; and g, are proportional and, since g|x =
+f, we have g = a@ o h for some a € R.

It remains to show that X°/e C 2(p). Observe first that e is a weak
order unit in X°, whence h(e) = 1 = 1. Moreover, b(t) = €% (t € R)
for all b € B (cp. 2.8.4). Take arbitrary 0 < z € X°/e and n € N and
note that ei/" =ely <el = ei—ei’ whenever 0 < A < 1. If A > 1 then

ef\/n <1= ell\_ " and ei/" = 0 for A < 0. Thus, ef‘/" < e])l‘_ei for all

€
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A € R, whence 1 —e? < x/n by 2.7.4(1). Now we can estimate

g1 (D1 = p(er)) = lg1(1) — @(eq)g1(1)]
= 1911 — ex)| < lga(1)]/n — 0.

It follows that p(eX) = 1 for some n € N, so that z € P(p). >

3.9.9. Theorem. Let X and Y be vector lattices and let T :
X —Y be an order bounded disjointness preserving operator such that
{T(e)}*+ =Y for some e € X . Then there exit an order dense sublat-
tice Yy in Y'Y, an order dense ideal 2(®) in X", a lattice homomorphism
® : P(®) — Yo, and an orthomorphism W from Yy to Y such that
x +— x/e is an orthomorphism from X into 2(®), 1 € 2(®), ®(1) = 1,
and R
T(x) =Wo(z/e) (xe€X). (1.2)

<0 There is no loss of generality in assuming that e and |T|e are
weak order units in X and Y, respectively, since T vanishes on {e}*.
In accordance with the Gordon Theorem, we can assume that Y is an
order dense sublattice of Z| and T' = 7] for an internal order bounded
disjointness preserving functional 7 : X* — % with #Z,7 € V(® and
B = B(Y). Then [r(e") = Te # 0] = 1 and so [r(e") # 0] = 1.
Working within V(B) we can apply Theorem 3.9.8 and pick a Boolean
homomorphism ¢ : B(X") — {0,1} and a € # such that X"/e" C
D(p) C(XMY, §: D(p) = Z is a lattice homomorphism with $(1") =
1 and 7(z) = a@(z/e) for all x € X".

Clarify some details of such a representation. Recall that X" is an
order dense sublattice in (X*)" and (X*)" is an order dense sublattice
in (X")¥. It follows that 1" € (X")" is a weak order unit in (X")".
Moreover (X")" is an f-algebra with the multiplicative unit 1* and 2(y)
is an order dense ideal and an f-subalgebra in (X")" containing 1”.
Thus, the multiplication operator p. : = +— z/e” on (X”")" induces
a lattice isomorphism of X" into Z2(¢). If m, denotes a linear function
y+— ay on Z, then 7 =mgq 0 P o .

Now we examine the descent of this representation. By Theo-
rem 2.11.6 Z:= (X")¥] is a universally complete vector lattice. More-
over, Zp:= 2(p)| is an order dense ideal in Z containing 1" and @|
is a lattice homomorphism from Zy to #|. Note that  — x” is a lat-
tice homomorphism from X" into (X")¥], so that we can identify X"
with a sublattice in (X")"] (and so 1 with 1"). Keeping this in mind,
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denote by ® and w the restrictions of @| onto Zy N X¥ and ul onto
X, respectively. Since the multiplication on (X")¥] is the descent of
the multiplication on (X”)¥, we conclude that p| is the multiplication
operator with the same multiplier e, that is pl : z — z/e. By the same
reasons myJ is the multiplication operator on #| with the multiplier
a € #]. Put Yy = ®(X/e) and denote by W the restriction of my| onto
Yy. Then Yj is a sublattice of Y, and W is an orthomorphism from Yj
to Y. From 1.5.5 (1) we have

Tz = rl(z) = (mal ol o pel)z = (Wo®ow)z

for all z € X and the proof is complete. >

3.9.10. The above representation is called the weight-shift-weight
factorization of T'. The operator ®, whose existence is asserted in 3.9.9,
is called the shift of T'. We say that an operator S : Z(S) — Yy is a shift
operator, if 2(S) and Yy are order dense ideals in X" and Y™, respec-
tively, and S is the shift of some order bounded disjointness preserving
operator T': X — Y. The operator ® of the representation can be de-
fined for an arbitrary order bounded disjointness preserving operator T’
just as in the proof of Theorem 3.9.9, but there is not enough room in
X" to provide the weight-shift-weight factorization of T.

A weight system is a family of pairs w := ((bﬁ’eﬁ))gea such that
(be)ecz is a partition of unity in P(Y") and (e¢)eez is a family of
positive elements in X and the representation beT' = We o @ o (-/e¢)
holds for all £ € . In this case, 0-) .z be®(1/ec) = 1 and, putting
W= 0-3 cz beTee, we obtain the representation

T= O—ZbﬁWO(I) o (-/65)7
£eE

which will be written shortened as follows: T =W o ® o w.

3.9.11. Theorem. Let X andY be vector latticesandletT : X — Y
be an order bounded disjointness preserving operator. Then there exist
® and W as in Theorem 3.9.9 and a weight system w € # (X, B) such
that

Tz =W odow.

< Let 7 be the same as in 3.9.10. If [t = 0] = 1 then T' = 0 and there
is nothing to prove. If [r # 0] = 1 then, in view of the ZFC-theorem
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Yi=7#0— (IpeXZ)(Fee€ X")(0 < pAp=T(e)), we have by transfer
[#] = 1 and according to maximum principle there exists p € Y such
that

1=\/Ilp=7)Ap>0]=[0<p|r \/ [p=T()l

ecX ecX

Thus, p is a weak order unit in Y and there exists a partition of the unit
(be)ee= in B, and a family (e¢)ecz in X such that be < [T'eg = p] for all
&. It follows that bgTe; = bep. By Theorem 3.9.9, for every £ € E, we
have X/es C Z(®), and there exist a vector sublattice Y C b:Y" and
an orthomorphism We : Y — Y such that (-/e¢) is an orthomorphism
from X to X¢ and mgoT = Weomgo®o(-/ee). Clearly, w = (be, e¢)eez is
a weight system for ®. If Y} is a sublattice in Y generated by U&eE Ye
and W is the restriction of the sum O'deE be o We to Yy, then

Tx = O—Z beoTx = O—Z(Wg obeo ‘5)(17/65) = (Wodow)
¢eE ¢e=

for all x € X. The proof is complete. >

3.10. PSEUDOEMBEDDING OPERATORS

In this section we will give a description of the band generated by
disjointness preserving operators in the vector lattice of order bounded
operators. First we examine the scalar case.

3.10.1. For an arbitrary vector lattice X there exist a unique cardinal
v and a disjoint family (pqa)a<~ Of nonzero lattice homomorphisms @, :
X — R such that every f € X~ admits the unique representation

[= fd+0'z AaPa

a<ly

where fq € X7 and (Aa)a<y C R. The family (¢a)a<~ is unique up to
permutation and positive scalar multiplication.

<l The Dedekind complete vector lattice X~ splits into the direct
sum of the atomic band X7 and the diffuse band X; therefore, each
functional f € E~ admits the unique representation f = f, + f; with
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fo € X7 and fq € X7. Let v be the cardinality of the set /2" of one-
dimensional bands in X" (= atoms in B(X~)). Then there exists a family
of lattice homomorphisms (¢, : X — R)a<, such that & = {pI+ :
a < v}. It remains to observe that the mapping sending a family of
reals (Aa)a<y to the functional @ — 37 Aaa(z) implements a lattice
isomorphism between X[ and some ideal in the vector lattice R”.

If (o) a<~ is a disjoint family of nonzero real lattice homomorphisms
on X with X7 = {t, : @ < 4}, then for all a, 3 < 7 the functionals
¢o and g are either disjoint or proportional with a strictly positive
coefficient, so that there exist a permutation (wg)g<y of (¥a)a<y and
a unique family (ug)s<, in Ry such that ¢ = pgwgs for all 8 < . >

3.10.2. Given two families (Sy)aca and (Ig)ger in L™ (X,Y), say
that (Sa)aca is a P(Y)-permutation of (I3)secs whenever there exists
a double family (74,8)aca, ge in P(Y) such that

Sa = Z ﬂ'aﬂTlg
BeB

for all o« € A, while (7, 5)aca and (7a,5)seB are partitions of unity in
B(Y) for all @ € A and 3 € B. It is easily seem that in case Y = R this
amounts to saying that there is a bijection v : A — B with S, = T, ()
for all & € Aji.e., (Sa)aca is a permutation of (T3)gen. We also say that
(Sa)aca is Orth(Y)-multiple of (T, )aeca whenever there exists a family
of orthomorphisms (74)qca in Orth(Y) such that S, = 7,7, for all
a € A. In case Y = R we evidently get that S, is a scalar multiple of
T, for all o € A.

Using above notation define the two mappings . : A — X"™~| and
T : B — X*~| within V(® by putting .”(a) := S,1 (o € A) and
7(8):=TpT (B € B).

3.10.3. Define the internal mappings 7,0 € V®) as ¢ := .1 and
7:= J1. Then (c(a))acanr is a permutation of (7(8))sepr within V(E)
if and only if (Sa)aca is a P(Y)-permutation of (1g)geB-

< Assume that (0(a))qecar is a permutation of (7(8))gepr within
V(B), Then there is a bijection v : B* — A" such that o(a) = 7(v(a))
for all @ € A*. By 1.5.8 v] is a function from A to (B")| = mix({8" :
B € B}). Thus, for each o € A there exists a partition of unity (ba,3)sen
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such that v](a) = mixgep(ba,sB"). Since v] is injective, we have
= [(Vag,az € AM)(v(on) = v(ae) = a1 = as)]

= N [v(a}) =v(ab) = of = a5]

a1,a2€A

= /\ [[Vi(al) = Vi(OQ)]] = [[O‘f = Oég]],

and so [v](a1) = vl(az2)] < [af = a3] for all a;,as € A. Taking this
inequality and the definition of »] into account yields

bay,p A bas,p < [Vl{en) = B8] A [v](az) = 7]
< [vlan) = vl(e2)] < e = azl,

so that a1 # ag implies by, g Aba, 3 = 0 (because a; # ag < [af =
as] = 0 by 1.4.5(2)). At the same time, surjectivity of v implies

1=[(vBeB")(3ac AA)ﬁ = v(a)]

= A VI =vi@l= A\ 'V bas.

BEB acA BEB acA

It follows that (ba,8)aca is a partition of unity in B for all 5 € B. By
the choice of v it follows that by s < [o(a”) = 7(8")], because of the
estimations

ba,p < [o(@”) = 7(v(@))] A [v(a") = 5]
< [o(@) =7(8M)] = [ (a) = 7 (B)].

Put now 74 5:= X(ba,g) and observe that b, g < [ (a)z” = T (8)z"] <
[Sex =Tpx] foralla € A, B € B, and z € X. Using 2.2.4 (G), we obtain
Ta,35% = Ta gl and so S, = E,GEB 73T for all o € A. Clearly,
(a,p) is the family as required in Definition 3.10.2. The sufficiency is
shown by the same reasoning in the reverse direction. >

3.10.4. Recall that the elements of the band L} (X,Y) :=
Hom(X,Y)" are referred to as diffuse operators; see 3.3.4. An order
bounded operator T : X — Y is said to be pseudoembedding if T be-
longs to the complimentary band L} (X,Y):= Hom(X,Y)*L, the band
generated by all disjointness preserving operators.

A nonempty set Z of positive operators from X to Y is called strongly
generating if 2 is disjoint and S(X)*+ = Y for all S € 2. If, in
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addition, 211 = B, then we say also that 2 strongly generates the
band B C L™~(X,Y) or B is strongly generated by 2. In case Y = R,
the strongly generating sets in X~ = L™~ (X, R) are precisely those that
consist of pairwise disjoint nonzero positive functionals.

Given a cardinal v and a universally complete vector lattice Y, say
that a vector lattice X is (v,Y)-homogeneous if the band Ly (X,Y) is
strongly generated by a set of lattice homomorphisms of cardinality
and for every nonzero projection m € P(Y") and every strongly generating
set Z in LY (X, 7Y) we have card(2) > . We say also that X is (v, 7)-
homogeneous if 7 € P(Y) and X is (v, 7Y )-homogeneous. Evidently,
the (v, R)-homogeneity of a vector lattice X amounts just to saying that
the band X is generated in X~ by a disjoint set of nonzero lattice
homomorphisms of cardinality v or, equivalently, the cardinality of the
set of atoms in P(X ™) equals .

Take 2 C L~(X, %)) and A € V®) with [A C (X")~] = 1. Put
Py ={Tt: T € 2} and At := {r] : 7 € Al}. Let mix(2) stand
for the set of all ' € L™ (X, %)) representable as Tz = 0-) .z meTex
(x € X) with arbitrary partition of unity (m¢)eez in P(Z#)) and family
(Tg){eg in .

3.10.5. Let A C (X")™ is a disjoint set of nonzero positive functio-
nals of cardinality 4" within V(®). Then there exists a strongly generating
set of positive operators 2 from X to %] of cardinality ~ such that
A = 94 and At = mix(2).

< If A obeys the conditions then there is ¢ € V() such that [¢ :
~* — A is a bijection] = 1. Note that ¢] sends « into A} C (X")~] by
1.5.8. By Theorem 3.3.3, we can define the mapping a — ®(a) from ~
to L~ (X, %) by putting ®(a) := (¢](a))]. Put 2:= {P(a) : a € v}
and note that 2 C A'. By 1.6.6 and surjectivity of ¢ we have A| =
e(y" ) = mix{¢](a)) : a € v} and combining this with 3.3.7 we get
A = Z; and AV = mix(2).

The injectivity of ¢ implies that to [(Va, 8 € v")(a # 8 — ¢(a) #
#(B)] = 1. Replacing the universal quantifier by the supremum over
a,f €~", from 1.4.5(1) and 1.4.5 (2) we deduce that

1= é\ [o" # B"] = [p(a”) # ¢(B)"] = é\ [®(a) # (B)],
bey 0;[#%7

and so a # [ implies ®(«) # ®(PB) for all a, 5 € v. Thus P is injective
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and the cardinality of & is . The fact that Z is strongly generating
follows from 3.3.5 (5) and 3.8.4. >

3.10.6. If Z is a strongly generating set of positive operators from X
to Z\ of cardinality v then A = 9 C (X")™ is a disjoint set of nonzero
positive functionals of cardinality |y"| within V(B),

< Assume that 2 C L(X, %)) is a strongly generating set of cardi-
nality 4. Then there is a bijection f : v — Z1. Moreover, a # 3 implies
[f(a) L f(B)] =1 by 3.3.5(5) and [f(«) # 0] = 1 by 3.8.4. Interpreting
in V(B) the ZFC-theorem

(Vg€ XT)Nf#ONg#O0Nf Lg— f#g)

yields [f(a) # f(B)] =1 forall o, 8 € v, a # . It follows that ¢:= f1is
a bijection from v* onto A = (Z71)1, so that the cardinality of A is |y"|.

The proof is completed by the arguments similar to those in 3.10.5. >

3.10.7. A vector lattice X is (v, %.\)-homogeneous for some cardinal
~ if and only if [y is a cardinal and X" is (y",%)-homogeneous | = 1.

< Sufficiency: Assume that y” is a cardinal and X is (y", %)-homo-
geneous within V(B), The latter means that (X")> is generated by a dis-
joint set of nonzero lattice homomorphisms A C (X*)™ of cardinality
4" within V(). By 3.10.5 there exists a strongly generating set Z in
Ly (X, 2)) of cardinality v* such that A = 2. Take nonzero w € P(#/)
and put b:= x~!(m). Recall that we can identify L~ (X,7(#])) and
L~(X,(bAZ)]). It Z' is a strongly generating set in L) (X, 7(#])) of
cardinality 3 then 9{ strongly generates (X”)7' and has cardinality |3"]
within the relative universe V(%) By 1.3.7 v/ = |3*| < 8" and so
v <6

Necessity: Assume now that X is (v, Z%])-homogeneous and a set
lattice homomorphisms & of cardinality 7 generates strongly the band
Ly(X,%]). Then A = 9 generates the band (X"); and the cardinal-
ities of A and 4" coincide; i.e., |A| = |y*|. By 1.9.11 the cardinal |y"|
has the representation |y"| = mixa<~ ba@”, where (ba)a<~ is a partition
of unity in B. It follows that b, < [A is a generating set in (X")~
of cardinality o"] = 1. If b, # O then b, A A is a generating set in
(X")x of cardinality [y"| = a” < 7" in the relative universe VI®=l, Put
Ta = X(ba) and my 0 Z:={mq o T : T € Z}. Clearly, by N A = (1, 2)+
and so 7, o & strongly generates the band L)' (X,%|). By hypothesis
2 is (v, Z])-homogeneous, consequently, o > ~, so that a = =, since
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a < v if and only if a < 4*. Thus, [y*| = v" whenever b, # 0 and "
is a cardinal within V(®), >

3.10.8. Let X be a (v,Y)-homogeneous vector lattice for some uni-
versally complete vector lattice Y and a nonzero cardinal v. Then there
exists a strongly generating family of lattice homomorphisms (Po)a<~
from X toY such that each operator T € L;(X,Y) admits the unique
representation T = O—Za<,y 0q 0 & o, where (04)a<y Is a family of
orthomorphisms in Orth(Y").

< This is immediate from the definitions in 3.10.4. >

3.10.9. Theorem. Let X andY be vector lattices with Y universally
complete. Then there are a nonempty set of cardinals I' and a partition
of unity (Yy)~er in B(Y') such that X is (v, Y)-homogeneous for every
veTl.

<1 We may assume without loss of generality that ¥ = #Z|. The
transfer principle tells us that according to 3.10.1 there exists a cardi-
nal s within V(®) such that (X")y is generated by a disjoint set .7
of nonzero R"-linear lattice homomorphisms of cardinality s or, equiva-
lently, [X" is (3¢, #)-homogeneous] = 1. By 1.9.11 there is a nonempty
set of cardinals I' and a partition of unity (by)yer in B such that
» = mixyer byy". It follows that b, < [X*" is (v", %)-homogeneous |
for all v € T'. Passing to the relative subalgebra B, := [0, b,] and consid-
ering 1.3.7 we conclude that V(B+) = “X* is (y", b, A%)-homogeneous”,
so that X is (v, (by A #Z)!)-homogeneous by 3.10.7. In view of 2.3.6
(by N Z)| is lattice isomorphic to Y5, so the desired result follows. >

3.10.10. Theorem. Let X and Y be vector lattices with Y univer-
sally complete. Then there is a nonempty set of cardinals I", a partition
of unity (Yy)yer in B(Y'), and to each cardinal y € T' there is a disjoint
family of lattice homomorphisms (®. o)a<~ from X to Y, such that

(1) @y0(X)tt =Y, £ {0} forally €T and o < .
(2) X is (v, Yy)-homogeneous for all v € T.

(3) For each order dense sublattice Yy C Y each T € L™~(X,Yp)
admits the unique representation

T=T;+ O-Z O-Z Oy, © cI)’y,oza

vel'  a<y

with Ty € Ly (X,Y) and 0o € Orth(®, 4, Yp).
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For every v € T the family (®,4)a<y is unique up to P(Y)-
permutation and Orth(Y, ) -multiplication.

< The existence of (Y)yer and (@4 a)yer, a<y with the required
properties is immediate from 3.10.8 and 3.10.9. The uniqueness follows
from 3.10.1 and 3.10.3. >

3.11. DIFFUSE OPERATORS

In this section, we give necessary and sufficient conditions under
which an order bounded linear operator is diffuse. We first handle the
case of functionals and then obtain a general result by means of Boolean
valued interpretation of the scalar result.

3.11.1. We need a property of additive measures on Boolean alge-
bras. Consider a Boolean algebra %. A function p : £ — R is called
additive if p(a VvV b) = p(a) + wu(b) for all a,b € B with a Ab =0 and
completely additive whenever u(\/ D) = >, p(d) for every disjoint
subset D C A. A positive (that is, (Vb € B)u(b) > 0) additive func-
tion p is completely additive if and only if it is order continuous; i.e.,
lim,, p(bs) = 0 for every decreasing net (b,) in & with 0 = inf,, b,

Say that by € £ is a p-atom if p(bg) # 0 and for every b € & with
b < b either p(b) = 0 or u(b —by) = 0. An additive function p is said
to be nonatomic on £ if there are no p-atoms in & or, equivalently, for
each b € Z the relation p(b) # 0 implies the existence of by € A such
that b(] < b, ,Lt(b()) 7é 0 and ,u(b - bo) 7é 0.

3.11.2. Assume that £ is a complete Boolean algebra and p : 8 — R
is a nonatomic order continuous additive function. Then for all b € %
and 0 < a < p(b) there exists by, € B with by < b and a = u(by).

< Let b e B and 0 < a < p(b) be given. Put D:={de€ B : d<
b, p(d) < a} and, given ¢, d € %, put ¢ < d whenever p(c—d) = 0. It can
easily be checked involving order continuity of u that every chain in an
ordered set (D, <) has an upper bound in D. Thus, by the Kuratowski—
Zorn Lemma, D has a maximal element, say b,; i.e., if ¢ € D and
ba < ¢, then p(c—b,) = 0. We claim that p(by) = «. Indeed, otherwise
(b —by) = pd) — pu(be) = a — p(bs) > 0 and, since p is nonatomic,
there is ¢; < bg:= b — by with 0 < pu(c1) < p(bg). Moreover, with
the choice by := ¢ or by := by — ¢; this yields 0 < p(b1) < (1/2)u(bo).
Repeating the same argument, we obtain a sequence (b,,) in % such that
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bo = by = by1 and 0 < p(b,) < (1/2)u(bp—1) < (1/2™)pu(bg) for all
n € N. Choose n with (1/2™")u(by) < a — pu(by) and put d:= b, V b,.
Then d < b, b, < d, and p(d — by) = p(b,) > 0. This contradicts the
maximality of by. >

3.11.3. Theorem. An order bounded functional f on a vector lat-
tice X is diffuse if and only if for all 0 < x € X and 0 < € € R there is
a finite disjoint collection of positive functionals fy,..., fy € X~ such
that

lfl=fi+-+fn, felx)<e (k:=1,...,N).

< Assume that h is a nonzero lattice homomorphism with h < |f]
and choose € Xy such that h(z) = 1. If |[f| = fi+--- + fn for a
collection of pairwise disjoint positive functionals fi,..., fy € X, then
h < fi for some 1 < k < n. Thus 1 = h(z) < fr(z) and the above
necessary condition cannot be fulfilled.

To prove the sufficiency, take a diffuse f € X~ and fix x € X and
0 < € € R. There is no loss of generality in assuming that f is positive
and fo(z) > 0 for every component fo € C(f). Put #:= C(f) and define
p: B — R by pb):= b(z). Clearly, u is order continuous nonatomic
additive function on A. Pick 0 = ap < aq < -+ < ay = p(f) with
a, —a,—1 <e (1:=1,...,N). By 3.11.2 we can choose a finite sequence
by € --» < by in & such that u(b,) = «, for all 2 := 1,...,N. If
bo:= by then u(bo) = pu(f) — p(bn) = 0. It remains to put f,:= b, —b,—1
(2:=1,...,N) and observe that f1 +---+ fy = f and f,(z) = u(f,) =
w(b,) — p(by—1) =, —ay—1 <eforalle:=1,...,N. >

3.11.4. Theorem. Let X and Y be vector lattices with Y Dedekind
complete. For T € L™~ (X,Y), the following are equivalent:

(1) T is diffuse.

(2) For every z € X we have

1=1 1=1

(3) Givenz € X;,0< e €R, and w € P(Y) with n|T|xz # 0, there
exist a nonzero projection p < 7 and pairwise disjoint positive operators
Ty,...,Tn from X to pY such that p|T| =T1+---+Tn and Tyx < e|T|z
forallk:=1,...,N.
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(4) Given z € X4, 0 < e € R, and 7 € P(Y) with n|T|z # 0,
there exists a countable partition (m,) of m such that for every n € N
the operator m,|T'| decomposes into the sum of pairwise disjoint positive
operators Ty p, ..., Ty from X to m,Y satisfying Ty, nx < ¢|T'|z for all
ki=1,...,n.

<1 It is an easy exercise to check the equivalences (2) < (3) < (4).
The proof of (1) <= (4) is obtained by interpreting Theorem 3.11.3
within V(B) where B := P(Y). By the Gordon Theorem we can take
Y = %] without loss of generality. Moreover, the problem reduces
easily to the case of positive T not involving Boolean valued arguments.
Put 7:= T and note that, according to Corollary 3.3.6 (4), T is diffuse
if and only if [7 is diffuse ] = 1. Theorem 3.11.3 is valid within V(®) by
transfer, and so the sentence “7 is diffuse” is equivalent to the formula

Vre X")(Vo<eeRY)(EFn e NY)3v)p(z,e,n,v,7,X)

where ¢(z,e,n,v,7, X) stands for the assertion: v : {1,...,n} = X7,
T =v(l)+ - - +vn)and v() L v(y), (o # 7), v(i)x < er(z) for all
1,7:= 1,...,n. By 1.5.2 quantifications over X", R*, and N* can be
replaced by order operations in B over X, R, and N:

1= A A VIE»e@a e n' v X))

zeX 0<eeRneN

This amounts to saying that for all z € X and 0 < € € R we can choose
a countable partition of unity (b,) in B with b,, < [(Fv)e(...)].

In view of the maximum principle, for each n € N there exists
vn € V) such that b, < [e(z",e",n",v,, 7, X")]. Passing to relative
subalgebra B, := [0, b,] and taking 1.3.7 and 1.4.6 into account we see
that the last inequality is fulfilled if and only if ¢(z",e",n", Uy, 7, X ")
with 7, := b, A vy, € VB2 and 7:= b, A7 € VB is true within V(E»)
or, in more details (with (n):= {1,...,n} and e:= 7(z") for short),

VED) = 5,0 () = (XN)TAT = 0,(1) 4+ + Tn(n),
VE) = (V4,5 € (1)) (2 # g = Za(2) L 7a(9)) A (Fa(0)2”

By 1.5.8 the modified descent .7 := ] maps {1,...,n} into (X*)7|.

Put 7, := x !(b,) and T, := Z(2)] and observe that, by Theo-
rem 3.3.5(5), {T1,...,T,} is a disjoint collection of positive operators
from X to m,Y with

Yo" < ghe).

T =Ty + -+ Tp.
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Moreover, for each x € X we have
by < [Tix = T ()" = 0,02 A [P, ()2 < ee] < [Tix < e"e],

so that Tyx < eTx.
Thus we arrived at the conclusion that (4) holds if and only if
[r is diffuse | = 1, which completes the proof.

3.11.5. Theorem. Let X, Y, and Z be vector lattices with Z
Dedekind complete. For B € BL™(X,Y;Z), the following are equiv-
alent:

(1) B is diffuse.
(2) For allz € X and y € Y the identity holds

/\{ \/ Bu(lz], o))

: |B|=> B, B, LB,(1#)), neN}:O.

1=1

(38) Given z € X4, y € Y;,0 < e € R, and 7 € P(Z) with
7|B|(z,y) # 0, there exist a nonzero projection p < 7 and pairwise
disjoint positive bilinear operators By, ...,By from X XY to pZ such
that

pIB =By + -+ By;
By(,y) < e|B|(z,y)
for allk:=1,...,N.

(4) Given z € Xy, y € Y4, 0 < ¢ € R, and 7 € P(Z) with
7|B|(z,y) # 0, there exists a countable partition (m,) of ® such that
for every n € N the operator ., |B| decomposes into the sum of pairwise
disjoint positive operators Bi y, ..., By, from X XY to m,Z satisfying

Byn(z,y) < €|B|(2,y)

forallk:=1,...,n.

<1 The proof can be obtained by reasoning along the lines of Theo-
rem 3.11.4. Alternatively, it can be reduced to the case of linear operators
by applying Fremlin’s Theorem 3.2.8. >
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3.12. VARIATIONS ON THE THEME

In this section we apply the Boolean value approach to the three
types of problems: the multiplicative representation of a lattice multi-
morphism, the characterization of disjointness preserving sets of opera-
tors, and the Sobczyk—Hammer type decomposition for measures with
values in Dedekind complete vector lattices.

3.12.A. Representation of Lattice Multimorphisms

3.12.A.1. Let X and Y be vector lattices. Recall that a bilinear
operator B : X x X — Y is said to be orthosymmetric if z 1 y implies
B(z,y) = 0 for all z,y € X, symmetric if B(z,y) = B(y,z) for all
xz,y € X, and positive semidefinite if B(x,z) > 0 for every z € X.
A Dbilinear operator B is said to be a lattice bimorphism if the partial
mappings B(z,-) : ¢y — b(z,y') (v € Y) and B(-,y) : ¢’ — B(z,y)
(¢' € X) are lattice homomorphisms for all 0 < z € X and 0 < y €Y.

3.12.A.2. Given a lattice bimorphism 8 : X XY — R, there are two
lattice homomorphisms ¢ : X — R and 7: Y — R such that

Bla,y) = o(z)r(y) (zeX, yeY).

If, in addition, X =Y and ( is symmetric then we can take o = 7.

<1 We assume that the lattice bimorphism 3 : X x Y — R is nonzero,
since otherwise we have nothing to prove. Choose 0 < zg € X so that
7 := B(xo, ) be a nonzero lattice homomorphism.

Take u € X1 and put e = zop + u. It is clear that the three lattice
homomorphisms (3;,, Bu, and B are connected by the equality 8. = Bz, +
Bu. By the Kutateladze Theorem 3.1.11((1) <= (6)), for appropriate
r,s € Ry we have 7 = (3, = rf and 3, = sf. Since 7 # 0, we have
r > 0 and so B, = 7, where v := s/r.

So, for every u € X, there exists a number vy(u) > 0 such that
Bu = y(u)T; ie., B(u,y) = v(u)7(y) for all u € Xy and y € Y. Hence,
in particular, y(x¢) = 1.

Since, for y € Y,, the functional §(-,y) is a lattice homomorphism;
therefore, for all u,u’ € X, and A € Ry we have

Y+ u)7(y) = v(w)r(y) + v (@) (y),

Y(u Vv u)T(y) = y(u)r(y) Vy(u')T(y),
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Y(Au)T(y) = My(u)T(y) (y € Yy).

Hence, ~ is additive, positive homogeneous, and join preserving. Put
) =q(@7) (zeX).

Then the functional o extends v onto the whole lattice X and o is
a lattice homomorphism. Moreover, for x € X and y € Y we have

B(z,y) = B(z™,y) — Bz, y) = vz ")r(y) — y(z7)r(y) = o(x)7(y).

If X =Y and S is symmetric then o(x)7(y) = 7(z)o(y) for all x € X
and y € Y; hence, 7(y) = 7(z9)o(y). By putting p := /7(x0)o we
obtain the representation B(x,y) = p(z)p(y). >

3.12.A.3. Theorem. Given an arbitrary lattice bimorphism B :
X xY — Z, there are two lattice homomorphisms S : X — Z“ and
T:Y — Z" such that

B(z,y) =S@)T(y) (zeX, yeY).

If, in addition, X =Y and B is symmetric then we can take S =T.

<1 The reduction of the general case to the scalar case is carried out
by means of Boolean valued analysis. To apply the latter, it is important
to observe that 3.12.A.2 remains valid on replacing X and Y with vector
lattices over an ordered field F satisfying the inclusions Q C F C R.
Furthermore, it is worth taking account of the fact that the functionals
0B, 0, and 7 act into R and are F-linear. The Kutateladze Theorem, which
is a key tool of the above proof, remains valid for those functionals.

Turning to the general case and recalling the Gordon Theorem, we
can assume that the universally complete vector lattice Z* is the descent
. of the reals Z from the Boolean valued model V(®) with B:= P(Z%).
Take the ordered field [ to be the standard name R* of R. Then X" and
Y” are vector lattices over F within V(®). The technique of ascending
and descending (cp. 1.6.8) yields existence of § € V(B) such that

[:X"xY" > R] =1,
[ 8 is a lattice F-bimorphism | = 1,
[B(a",y") =B(z,y)]=1 (z€X, yeY).
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The above fact on the structure of real lattice homomorphisms is valid
within V(B) according to the transfer principle 1.4.1. Applying the max-
imum principle 1.4.2, we find elements o, 7 € V(B) such that

[o: X" =>Z]=[7:Y"—>Z] =1,
[o and T are lattice F-homomorphisms] = 1,
[(Vze X")(VyeY")B(z,y) = o(z)T(y)] = 1.
Let S and T denote the modified descents of o and 7 as defined in 1.5.8:

S:X >R, T:Y %,
[S(x)=0c@)]=[T(y) =7 =1 (z€X, yeY).

By Corollary 3.3.6 (1), S and T are lattice homomorphisms. Moreover,
the representation B(z,y) = S(z)T(y) is valid, since for x € X and
y € Y we have

[B(z,y) = B(z",y") = o(z")7(y") = S(2)T(y)] = 1.

The fact that B is symmetric amounts to the fact that § is symmetric
within V(B); therefore, we can take o and 7 coincident, which is equivalent
to the equality S =T. >

3.12.A.4. Say that a bilinear operator B : X xY — G is disjointness
preserving if for all x € X and y € Y we have

.'Elll'g = B(wlay)lB(w27y) ($17£L'26X),
Y1 L ya = B(z,y1) L B(z,y2) (y1,92 €Y).

It is clear that a bilinear operator B is disjointness preserving if and
only if B(z,-) : Y — G and B(-,y) : X — G are disjointness preserving
for all z € X and y € Y. A positive disjointness preserving bilinear
operator is a lattice bimorphism, since B(z,-) and B(-,y) are lattice
homomorphisms for z > 0 and y > 0.

3.12.A.5. Corollary. Fach order bounded disjointness preserving
bilinear operator B : X xY — Z is representable as the product

B(z,y) = S(x)T(y) (r€X, yeY),

where one of the two operators S : X — Z" and T : Y — Z* can be
chosen to be a lattice homomorphism, while the other be bounded and
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disjointness preserving. If, in addition, X =Y and B is symmetric, then
we can take T = ©S — 1S, where 7 is a band projection in Z*.

<l Let a bilinear operator B be order bounded and disjointness pre-
serving. By Theorems 3.2.8 and 3.4.4 there exists a projection 7 in Z%
such that 7B = BT and 7B = —B~; moreover, BT and B~ are lattice
bimorphisms. According to Theorem 3.12.A.3 we have the representa-
tions

B (z,y) = S1(2)Ta(y), B (z,y) =S (a)l(y) (z€X, yeY),

where 51,55 : X — Z¥and 11,715 : Y — Z" are lattice homomorphisms.
Denote the bilinear operator (z,y) — S(z)T'(y) by S ®T. We have

B=BT—-B =aB+71'B=75,60T) — 718 0T,
:ﬂsl ®7TT1 _'/TJ_SZG'ITLTQ.

Put S = 78] — 71+8Sy and T = 7Ty + n1T. Then S is order bounded
and disjointness preserving, T is a lattice homomorphism, and

S@T = (71'51 77TJ'52) ® (7TT1 +7TJ'T2)
:7TS1 ®7TT1 +’/TS1 @'/TLTQ _WLSQQWT:[ _ﬂ_J_SZ @TI'J'TQ
=718, 07T — 1Sy @ ntTy, = B

as required. The rest is obvious. >

3.12.A.6. Corollary. Let X and Y be vector lattices, T an order
bounded disjointness preserving operator from X to Y, and Yy a vector
sublattice of Y generated by T'(X). Then there exists a unique algebra
and lattice homomorphism T from Orth(X) to Orth(Yp) such that

T(m)(Tz) =T(wx) (7 € Orth(X), z € X).

<1 Assume without loss of generality that Y = Y. Moreover, the
proof can be reduced to the case of positive B according to Theo-
rem 3.4.3. It suffices to note that if T': X — Y is a lattice homo-
morphism, then the bilinear operator B : Orth(X) x X — Y defined
as (m,xz) — T(mx) is a lattice bimorphism and apply the above re-
sult. Indeed, by Theorem 3.12.A.3 there are lattice homomorphisms
S :Orth(X) — Y¥and T : X — Y such that T(rz) = S(m)T(z) for
all z € X and 7 € Orth(X). It follows that the element u:= S(Ix)
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is an order unit in Y and T(X)*+ =Y"¢, since Tx = uTx for all
z € X, and hence u~! exists in the f-algebra Y“. Denote now by
T(mw) the multiplication operator y + u~'S(r)y (y € Y) and ob-
serve that T(ﬂ') is an orthomorphism on Y. Indeed, if y = Tz then
T(m)y = 8(m)u~'Tz = S(x)Txz = T(rz) € Y, so that T(r) sends T(X)
and hence the whole Y into Y. Clearly, f(IX) = Iy, since by the same
reason T(Ix)Tz = S(Ix)u='Tz = S§(Ix)Tz = Txz. Moreover, T is a
lattice homomorphism, since so is S. Given m,p € P(Y) and z € X we
have

utS(np)Tx = u T (rpx) = u L S(n)T(px)
=u 'S(mu T (px) = uw S (7)u"tS(p) T,

whence f(wp) = f(w)f(p) and T is an f-algebra homomorphism. Ob-
serve finally that T'(rz) = S(7)Tz = v 1S(n)Tx = T(7)Tz. >

3.12.A.7. Theorem. Assume that X, Y, and Z are vector lattices
with Z having the projection property. An order bounded bilinear op-
erator B : X xY — Z is disjointness preserving if and only if for
every m € P(Z) the subspaces X, := (\{ker(7B(-,y)) : y € Y} and
Y. := ({ker(nB(x,-)) : & € X} are order ideals respectively in X and Y,
and the kernel of every stratum wB of B with m € P(Z) is representable
as

ker(mB) = U {XoxY:: o,1€eP(Z); 0 VT =m}.

<1 The necessity is immediate from 3.12.A.5. The proof of the suf-
ficiency can be deduced from a corresponding scalar result by means of
interpreting it within the appropriate Boolean valued model similar to
that in Theorem 3.4.2. As to the scalar case, the following is true:

An order bounded bilinear functional 3 : X XY — R is disjointness
preserving if and only if ker(3) = (Xo x Y) U (X x Yp) for some order
ideals Xo C X and Yy C Y.

Indeed, assume that the latter is fulfilled and take y € Y. If y € Y
then B(-,y) = 0, otherwise ker(3(-,y)) = Xo and 3(-,y) is disjointness
preserving by 3.4.1 (7). Similarly, 8(z,-) is disjointness preserving for all
x € X. The converse follows from 3.12.A.2. >

3.12.B. Disjointness Preserving Sets of Operators.

3.12.B.1. A nonempty subset Z of L™ (X,Y) is called n-disjoint in
L~(X,Y) if |Tozo| A+ -+ A|Tpxy| = 0 for all Ty, ..., T, € 2 and pairwise
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disjoint zg,...,x, € X. An n-disjoint set .# in L™ (X,Y) is said to be
mazximal if every n-disjoint set in L™~ (X,Y) including .# coincides with
A . A 1-disjoint set of operators is also called disjointness preserving.
More precisely, a nonempty subset & of L™ (X,Y) is disjointness pre-
serving in L~ (X,Y) if S(u) L T(v) for all S,T € 2 and u,v € X with
u L w.

Observe some immediate consequences of the definition. An order
bounded operator T' from X into Y is n-disjoint if and only if the sin-
gleton {T'} is an n-disjoint set in L~ (X,Y). Therefore, each member
of an n-disjoint set in L™~(X,Y) is an order bounded n-disjoint oper-
ator. Moreover, the nonempty subset 2 of L™~ (X,Y) is n-disjoint in
L~(X,Y) if and only if each collection of n + 1 elements {Tp, ..., T} of
the members of 7 is n-disjoint.

3.12.B.2. Suppose that X is a vector sublattice of Y. A mapping
T : X — Y is called an orthomorphism from X to Y if T is order
bounded and = | y implies Tx 1 y for all z € X and all y € Y. The set
of all orthomorphisms from X to Y is denoted by Orth(X,Y). It is easily
seen that if T' is an orthomorphism from X to Y then T(X) C X*+.
Moreover, the representation holds:

Orth(X,Y) = {T|x : T € Orth(Y"), T(X) C Y}.

Indeed, the universal completion Y* of a vector lattice Y is an f-
algebra with a multiplicative unit. Each orthomorphism 7" from X to Y
extends uniquely to an orthomorphism T on Y. Each orthomorphism
on Y" is a multiplication operator. Therefore, if T € Orth(X,Y’), then
there exists some y € X" such that T'(z) = yx holds for all z € X, so
that y- X CY (cp. Aliprantis and Burkinshaw [28, Theorem 2.63)).

3.12.B.3. Consider an example. For 2 C L~ (Y, Z) and T : X - Y
put ZoT:={SoT: Se P} UT,Ty,...,T, are lattice homomorphisms
from X to Y then Orth(7T'(X),Y)oT is a disjointness preserving set and
the set Orth(71(X),Y) o Ty + --- 4+ Orth(T,(X),Y) o T, is n-disjoint.
The next aim is to demonstrate that this example is typical.

3.12.B.4. Given n pairwise disjoint nonzero real lattice homomor-
phisms hi,...,h, on a vector lattice X, there exist pairwise disjoint
elements x1,...,x, € X such that h,(x,) = &;; for all 1,7:=1,...,n
(with 6, , the Kronecker symbol).

< Pick u, € X4 with h,(u,) > 0 and put w:= u; + -+ + u,. By
the Kakutani-Kreins Representation Theorem the order ideal X, in X
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generated by u can be identified with a norm dense vector sublattice of
C(Q) containing constants and separating points, where C(Q) is the Ba-
nach lattice of continuous functions on a Hausdorff compact topological
space Q. Moreover, u corresponds under this identification to the iden-
tically one function 1 € C(Q). Then the restrictions hi|x,,-. ., nlx,
are pairwise disjoint lattice homomorphisms. Let h, stand for the ex-
tension of h,|x, to C(Q) by norm continuity. Clearly, hi,..., h, are
also pairwise disjoint nonzero lattice homomorphisms and so there exist
distinct points ¢1, ..., ¢n € Q such that A, coincides with the Dirac mea-
sure 04, : z — x(g,) (z € C(Q)). By the Tietze-Urysohn Theorem we
can find pairwise disjoint continuous functions yi,...,y, € C(Q) such
that y,(¢,) = 1and 0 < y,(¢q) < 1l for all ¢ € Q and +:=1,...,n. Take
¥, € Xy so that ||y, —3,|| < e < 1/2 and note that h,(g,) —e > 1—2¢ >0
and ¢, — €1 < y,. Put ,:= (h,(4,) — &)~ (y, — 1) V 0 and observe that
{1,...,2,} C X is the required collection. >

3.12.B.5. A nonempty set & in X~ is n-disjoint if and only if there
exist pairwise disjoint lattice homomorphisms hy,...,h, : X — R such
that 2 C R-hy 4+ ...+ R-h,. Moreover, & is maximal if and only if
either 9 = Hom(X,R) = {0} or 2 =R-hy +--- + R - hy, with nonzero
hi,...,hm and m := min{n,cat(X"~)}, where cat(X"~) stands for the
cardinality of atoms in P(X"™) (see 3.10.4). In this event the collection
{hi,...,hm} is unique up to permutation.

<1 The sufficiency is obvious, so only the necessity will be proved.
Suppose that 2 # {0}. There is no loss of generality in assuming that
f € 2 implies |f| € 9. According to Theorem 3.7.7 each functional
in 2 is decomposable into a sum of disjointness preserving components.
Let 2, stand for the set of all such components of all functionals in
2. We claim that, assuming n-disjointness of 2, there is at most n

nonzero pairwise disjoint members in %y. Let {hy,..., hn,} be a disjoint
collection of nonzero lattice homomorphisms in Zy. By the above we can
pick m nonzero pairwise disjoint elements zg,...,z,, € X4 such that

h,(z,) = 6,,, for all 1 < 2,5 < m. By construction, for each ¢ < m we can
choose 0 < f, € 2 with f, = h, +---, so that f,(z,) = h(z,) +--- >
h,(z,) = 1. Tt follows that |f,(x,)| A A|fm(zm)| = 1 and so m < n by
assumption. Evidently, R-hy 4+ ---+ R - h;;, is a maximal n-disjoint set
in X~ including 2. >

3.12.B.6. Given a nonempty set ¥ in L™~ (X, %)), put 21:= {11 :
T e L™(X,%21)} and A= (21)1. If 2 is n-disjoint in L™ (X, %) for
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some natural n € N, then [A is n"-disjoint in (X*)~] = 1. Moreover, 9
is maximal if and only if [A is maximal | = 1.

< Assuming that 2 is n-disjoint in L™ (X, %)), prove that A is n"-
disjoint in (X*)~ within V(®). The sentence “A is n"-disjoint in (X")~”
can be written as

= (Vr:{0,...,n}" = A)(Vax:{0,...,n}" = X")
((Veg<n)@# 5 #0) L) = N\ Ir@)=@)] =0).

<n/

We have to prove that [®] = 1. Calculating the Boolean truth values
for the universal quantifiers and taking 1.5.9 into account, we see that
[®] = 1 if and only if [|7(0)k(0)| A--- A |T (n)k(n)| = 0] = 1 for all
mappings = 7] :{0,...,n} = Al and k = »] : {0,...,n} — X*|
with [»(:") L #(3")] =1 for all + # 3. Since Al = mix(21) and X" =
mix({z"] : € X}), there exists a partition of unity (b¢)¢c= in B and for
each 2 =0,...,n there are families (T¢,)eez in L™ (X, %)) and (x¢,)ee=
in X such that 7 (2) = mixeez(beTe, 1) and k(1) = mixees(bezy ), )eez.
Note that be < [»#(2") = k(2) = ¢ ], so that ¢, L z¢,, whenever be # 0
and 7 # j. Thus, from the n-disjointness of 2 we deduce that

be < [|Te0zeol A A|Tenwen| = 0]
AN NIT @)z, = Teo(ze )] A [RG) = 27|

<n

<UZOFO) A - AT (n)k(n)] = 0].

This yields the required relation, since \/5EE be =1. >
3.12.B.7. Given a nonempty 9 C L(X,%#\), put Ry := \/{Rr :
T € 2}. Then
Ry = x([A # {0}]).

< This is immediate from 3.8.4 and Definition of A in 3.12.B.6. >

We have gathered now all of the ingredients for proving the main
result of this section.

3.12.B.8. Theorem. Let X and Y be vector lattices with Y hav-
ing the projection property. A nonempty set 2 in L™~ (X,Y) is n-
disjoint if and only if there exist pairwise disjoint lattice homomorphisms
Ti,...,T, from X to Y such that 9 is contained in Orth(T1(X),Y) o
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Ty + -+ Orth(T,,(X),Y) o T;,. Moreover, 9 is maximal if and only if,
additionally, there is a partition of unity o, ...,m, in P(Y") such that

7o 0 2 = Hom(X, oY) = {0},
2 = Orth(Th(X),Y) o Ty + - - 4+ Orth(T,,(X),Y) o T},,

Tm+ -+ 71 =Ry, (m:=1,...,n).

The collection Ty, ..., T, in this representation is unique up to P(Y)-
permutation.

< The claim reduces to the case of Y universally complete, since
by the Gordon Theorem we can assume that Y = #| without loss of
generality.

Let 2 be an n-disjoint set in L~ (X,%#|) and A is defined as in
3.12.B.6. Working within V(®) and using the transfer principle we con-
clude that A is n”-disjoint in (X")~ and, by 3.12.B.5, A C #Z - 7(1") +
<o+ A - 1(n) for some 7 : {1,...,n}" — Hom(X",#). Just as in
3.12.B.6 put J := 7] and note that 7 sends {1,...,n} to Hom(X", %Z)].
If T € 9 then [T1 € A] = 1, so that there exists a € V(B) with

Je: {1,...,n}" — %] = I[TI => a(z)y(z)]] ~ 1.

Put a,:= al(z) and T,:= F(1)] for all 1:=1,...,n. Then ay,...,a, €
#\, Ty,...,T,, € Hom(X, %), so that the chain of internal identities
a() 7 ()z" = Z

Tx=T1x" = Z a, T (1)]z = ZKH o; Tx

1 <nA <n

with arbitrary « € X yields the required representation T'=>"" | «;T,.
Actually we have proved more: It is clear from the above argument that
the double descent (AL)]l:={r] : 7€ Al} of A:=Z -7(1")+--- +
Z - T(n™) consists of all operators representable as Zzgn o; T, for some
Q1yee 0 € R

Assume now that 2 is maximal. Then [A is maximal] = 1 by
3.12.B.6. The maximality condition in 3.12.B.5 can be symbolized as
follows:

¥ = (A = Hom(X", %) = {0})
v@me {1,...,n}") ((Vz <m)(r(2) £ 0)

MA=R-7(1) + -+ +R-7(m))).
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Put b := [A = Hom(X",#) = {0}]. By transfer [¥] = 1, and the
calculation of Boolean valued truth values yields

bp=[A#01= \/[A=R-Z1)+ - +R-Tm)] A \[Z() #0].

1=1

It follows that there exists a finite partition of unity {bg,b1,...,b,} in
B such that b,, < [A=R-J(1)+---+R-T(m)] and b,,, < [T (1) #
0] (¢ < m) for all m:= 1,...,n. Put mp, := x(bn) and observe that
{70, T1,...,Tn} is a partition of unity in P(Z)]). Note also that (A])] =
mix(2), so that (A})] = 2, since Z is maximal. Combing the above
and using 3.12.B.6, we see that

R@:ﬂ'é':ﬂ'1+“-+ﬂ'n, Tm S Rp,o...0Rp_,
TmO0 D =mmo(RL-Th+ - +%L - Tpn) (mi=1,...,n).

The first identity gives mpo0 2 = Hom(X, myY) = {0}. The second yields
T+ +7n < Rr,, (m:=1,...,n). Replacing T, by (M +- - -+70) Thn,
if need be, and summing the third identities over m brings about the
required maximality conditions. >

3.12.C. Atomic Decomposition of Vector Measures.

3.12.C.1. Let & be a Boolean algebra and let Y be a vector lattice.
By a vector measure we mean an arbitrary mapping p : ./ — Y which is
finitely additive, i.e., p(a1Vas) = p(ar)+p(az) for all disjoint a1, as € 7.
A measure y is bounded if u(</) is an order bounded subset of Y. De-
note by ba(«/,Y) the space of all bounded Y-valued measures and put
ba(«/):= ba(</,R). A measure u € ba(«,Y) is positive if u(a) > 0 for
all a € &7. Tt is well known that ba(</,Y) is a Dedekind complete vector
lattice whose positive cone coincides with the set of positive measures.
Moreover, |p|(a) = sup{p(b): b€ o/, b<a} forall a € &.

A measure p € ba(«/,Y) is said to be disjointness preserving if
a1 A\ az = O implies |u(a1)| A |u(az)| = 0 for all aj,a2 € /. We say
that p is diffuse if p is disjoint from all disjointness preserving measures
and atomic if p lies in the band generated by disjointness preserving
measures.

3.12.C.2. Theorem. Let &/ be a Boolean algebra and let Y be
a universally complete vector lattice represented as Y = %/. Given
u € ba(e?,Y), the modified ascent m:= pu7 is an order bounded finitely
additive real measure on «/" within V(®); ie. [m € ba(7",Z)] = 1.
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The mapping p — pt is a lattice isomorphism between the Dedekind
complete vector lattices ba(7,Y) and ba(«/", %)|.

<1 The proof can be extracted from Theorem 3.3.3. >

Henceforth m will denote the bounded measure from & into Z
within V(B) corresponding to u € ba(<7,Y) by the above theorem. Ob-
serve some immediate consequences:

(1) p is disjointness preserving if and only if m is disjointness pre-
serving within V(®);

(2) p is atomic if and only if m is atomic within V();

(3) p is diffuse if and only if m is diffuse within V(B),

3.12.C.3. Hammer—Sobczyk Decomposition Theorem. Let p
be a finitely additive real measure on a Boolean algebra /. Then there
exist a sequence (Vn)nen of pairwise disjoint {0,1}-valued measures on
o/, a sequence (Tp)nen Of reals, and a diffuse measure py on &/, such
that Y7 | |rn| < oo and, p = po + > oo Tnn. Furthermore, this
decomposition is unique.

< See Rao K. P. S. B. and Rao M. B. [342, Theorem 5.2.7]. >

3.12.C.4. Take a measure p € ba(«/,Y) and a nonzero element
m € P(Y). The symbol [e] stands for the projection onto the band
{e}*++ generated by the element e € Y. An element a € « is called
a m-atom of the measure p if 7 < [|p|(a)] and for all ay € &, ag < a,
the elements mu(ag) and wu(a \ ag) are disjoint.

In case Y = R we speak of atoms instead of m-atoms. More precisely,
an atom of a measure p € ba(e) is an element ay € &7 such that
u(ag) # 0 and for every a € &7, a < ag, either u(a) =0, or u(ag\a) =0.

3.12.C.5. Fix b € B and put m:= x(b). An element a € & is
a m-atom of the measure p if and only if b < [a” is an atom of m] = 1.

< The sentence “a” is an atom of m” can be formalized as
®(m,a”, ") =|m|(a”) #0A (Vag € &) (ap < a”
— (m(ag) =0V m(a"\ ap) =0).

Thus, the estimate b < [®(m, a”, )] amounts to the system of inequal-
ities b < [|m|(a) # 0] and b < 1 = [m(aj) =0V m(a* \ aj) = 0] for all
ag € &, ag < a or, equivalently,

b < [lul(a) #0], b<[ulag) =0]V [ula\ap) =0] (ao<a)
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The first inequality, means that b < [|u/(a)], and the remaining one is
satisfied if and only if b = by V by for some by, by € B with x(b1)u(ag) = 0,
x(b2)p(a \ ap) = 0, and by A by = 0. To ensure this, we need only to
put by := [u(ag) = 0] Ab, and by := [u(a \ ag) = 0] A b. The identities
X (b1)p(ag) = 0 and x(b2)p(a \ ap) = 0 are equivalent to the inequalities
X(b2) = [p(ag)] and x(b1) > [u(a\ ap)], which in turn mean that wu(ag)
and wu(a \ ag) are disjoint. >

3.12.C.6. Let Y be a Dedekind complete vector lattice. Boolean
homomorphisms p1,us @ & — P(Y) are disjoint in the vector lattice
ba(e/, Orth(Y')) if and only if there exist a partition of unity (m¢)ee=
in P(Y) and a family (a¢)ecz in o/, such that mepi(ag) = 0 and
mepz(ag) =0 for all § € E.

< Assume that Y¥ = 2] and put m, := p,T (2 = 1,2). Since B is
the descent of the two-element Boolean algebra {0,1}B € V(B) by 1.8.1,
V) = “m; and my are {0,1}-valued measures.” Clearly, p; and ps
are disjoint in ba(e/, Orth(Y)) if and only if V(®) =“m; and my are
disjoint elements of the vector lattice ba(<")” by Theorem 3.12.C.2
(cp. 3.3.5(5)). At the same time, the disjointness of m; and mg is
equivalent to

1=[3aec d)(mi(a) =0 A ma(a™) =0)]
= \/ [m1(a") = 0] A [ma((a")") = 0]

acl

=V [mi(@) = 0] A [ua(a”) = 0].

acd

This amounts to saying that there exist a partition of unity (b¢)eec=
in B and a family (a¢)¢cz in o7, such that b < [ui(ag) = 0] and
be < [p2(ag) = 0] for all £ € E. This is equivalent to the desired
condition with 7¢:= x(b¢) by 2.2.4 (G). >

3.12.C.7. For every measure u € ba(</,Y) the following are equiv-
alent:

(1) p is disjointness preserving.

(2) There exists a Boolean homomorphism h : o/ — B such that
p(a) = h(a)u(1) for alla € o .

(3) If b < [|p|(a)] for some a € o and b € B, then a is a x(b)-atom
of p.
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<1 Recall 3.12.C.5 and use the arguments similar to 3.12.C.6. >

We are now in a position to state the B-atomic decomposition the-
orem and the fact that the B-atomic component of a vector measure is
the sum of a disjoint sequence of “spectral measures.”

3.12.C.8. Theorem. Assume that Y is a Dedekind complete vector
lattice. For every measure i € ba(</,Y) there exist a diffuse measure
po € ba(e,Y), a sequence (vp)nen of pairwise disjoint Boolean homo-
morphisms from <7 into P(Y'), and a sequence (Yn)new in Y, such that
[Yn+1| < |yn| (n € N), the series Y - | |yn| is o-convergent, and

n(@) = po(@) + 3 va(a)ya (a € ).

This representation is unique in the following sense: If py € ba(«/,Y),
(Zn)nen and (Fn)new obey the above conditions, then fig = po and there
exists an N x N matrix (my, ,) whose rows and columns are partitions on
unity in P(Y") such that for all a € &/ and n € N we have

o0 o0
V(@) = \/ Tenvi(a), Fn =Y Mo
k=1 k=1

< Theorem 3.12.C.2 enables us to “scalarize” the problem. By trans-
fer we can apply the Hammer—Sobczyk Decomposition Theorem to the
measure m := pl € ba(e/",#) within V(®), Using the maximum prin-
ciple, we can pick my € V®, (h,) c V® and (y,) C # such that the
following hold within V(®):

mg : " — % is a diffuse measure;

hn : /" — {0,1} is a sequence of pairwise disjoint measures;

oo
[Yn+1] < |yn] (n € N) and the series Z |yn| converges;

m(a) = mo(@) + 3 hn(a)yn (a € "),

Let po and v, be the modified descents of the measures mgo and h,,
respectively. Clearly, uo € ba(«/,Y) is diffuse by 3.12.C.2(3). From
3.12.C.2 and 3.12.C.7 it follows that (v,,) is a sequence of pairwise disjoint
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Boolean homomorphisms. The o-convergence of the series >~ ; |y, | and
the required representation of p are deduced using 2.4.7. The proof of
uniqueness is based on the argument similar to that of 3.10.3. >

Let us conclude the section with the characterization of diffuse mea-
sures which is similar to that for diffuse operators (cp. 3.11.4).

3.12.C.9. Theorem. Let Y be a Dedekind complete vector lattice.
For every measure u € ba(</,Y) the following are equivalent:

(1) p is diffuse.

(2) p has no summands of the form a — h(a)y (a € &) with 0 #
y €Y and h: &/ — B a Boolean homomorphism.

(3) Forall0 < e € Y and w € P(Y') with me # 0 there exist a nonzero
projection my < 7 and a finite disjoint family measures i, ..., [, €
ba(«/,Y) such that p = py + -+ p, and mo|pe|(1) < e (k:=1,...,n).

3.13. COMMENTS

3.13.1. (1) In 1936, Kantorovich [193] laid grounds for the theory of
regular operators in vector lattices. Also, the Riesz—Kantorovich The-
orem (3.1.2) appeared in this article for the first time. Riesz [346] for-
mulated an analogous assertion for the space of continuous linear func-
tionals over the lattice Cfa,b] in his famous talk at the International
Mathematical Congress in Bologna in 1928 and thereby became enlisted
in the cohort of the founders of the theory of ordered vector spaces.

(2) Abramovich in [1] developed a version of the calculus of 3.1.4 in
which suprema and infima can be taken over partitions of the argument
into disjoint parts. For the modulus of a regular operator, this fact was
independently established by Luxemburg and Zaanen in [298].

(3) The problem of dominated extension of linear operators origi-
nates with the Hahn-Banach Theorem (see a nice survey by Buskes [77]
in which the history, interconnections, and numerous generalizations of
the Hahn-Banach Theorem are collected). Theorem 3.1.7 was discovered
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by Kantorovich [191] in 1935. In fact, the converse is also true: A pre-
ordered vector space Y has dominated extension property (i.e., Theo-
rem 3.1.7 holds true for all U, V, p, and S) if and only if Y has the
least upper bound property. This fact was first established by Bonnice
and Silvermann [62] and To [392]; an elegant proof with decisive sim-
plifications is due to Ioffe [177]; for more details also see Kusraev and
Kutateladze [247].

(4) Theorem 3.1.7 can be considered as an exemplar application of
the heuristic transfer principle for Dedekind complete vector lattices (see
2.13.1(2,3)). It claims that the Kantorovich principle is valid in relation
to the classical Dominated Extension Theorem; i.e., we may replace the
reals in the standard Hahn—Banach Theorem by an arbitrary Dedekind
complete vector lattice and a linear functional by a linear operator with
values in this lattice.

(5) Theorem 3.1.9 determines the least (or minimal) extension oper-
ator & from L™~(Xo,Y)+ to L™ (X,Y); which is additive and positively
homogeneous, so that & can be extended by differences to a positive op-
erator to the whole L™ (Xy,Y") (for the properties of & see, for instance,
Aliprantis and Burkinshaw [28] and Kusraev [228]). The extension the-
orem for positive order continuous operators (Theorem 2.1.10) is due to
Veksler [396]. Theorem 3.1.13 was proved independently by Kutateladze
[263, 265], Lipecki [284], and Luxemburg and Schep [296]. Various ap-
proaches to Hahn—Banach type theorems for lattice homomorphisms are
discussed in Bernau [52].

(6) The theory of positive operators with a vast field of applica-
tions is thoroughly covered in many books. The following (incomplete)
list of monographs that deal with vector lattices and positive (order
bounded) operators provides an impression of the subject: Abramovich
and Aliprantis [5]; Abramovich, Arenson, and Kitover [6]; Abramovich
and Kitover [8]; Akilov and Kutateladze [22]; Aliprantis and Burkin-
show [28]; Fremlin [124, 126]; Jameson [178]; Kantorovich, Vulikh, and
Pinsker [196]; Krasnosel’skil [206]; Krasnosel'skii, Zabreiko, Pustylnik,
and Sobolevskil [208]; Krasnosel’skil, Lifshits, and Sobolev [207]; Kriger
[209]; Kusraev [222, 228]; Kutateladze (ed.) [272]; Lacey [275]; Linden-
strauss and Tzafriri [280, 281]; Luxemburg and Zaanen [297]; Meyer-
Nieberg [311]; Nagel (ed.) [316]; Nakano [319, 318|; Peressini [335];
Schaefer [355, 356]; Schwarz [361]; Vulikh [403]; and Zaanen [427, 428|.

3.13.2. (1) The study of the order properties of bilinear operators
in vector lattices was started more than a half-century ago. The first
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publication on the topic by Nakano was in 1953. But this article had
not attracted specialists and the new achievements had appeared only
in the 1970s in the articles by Fremlin [121, 123], Wittstock [416, 417],
Cristescu [97], and Kusraev [215]. In two decades after that the bilinear
operators were not topical within the theory of operators in vector lat-
tices. But it stands to reason to mention that several particular cases
(like bilinear functionals, multiplication on a lattice ordered algebra, and
various tensor products) were studied from time to time by various au-
thors; see Schaefer [357, 358]. A more detailed history and the state of
the art in the area are reflected in the surveys by Boulabiar, Buskes, and
Triki [68, 69]; Bu, Buskes, and Kusraev [72]; and Kusraev [234, 235].
(2) In spite of the nice universal property (Theorem 3.2.8), Fremlin’s
tensor product has the essential disadvantage: The isomorphism of 3.2.9
does not preserve order continuity. For an order continuous T' € L.(X ®
Y, Z) the bilinear operator T® € BL,.(X,Y; Z) is also order continuous
but the converse may fail. An example can be extracted from Fremlin
[123] in which he introduced also a construction for the “projective”

AN
tensor product X ® Y of Banach lattices X and Y as the completion of
Fremlin’s tensor product X ® Y under “positive-projective” norm || - |||

(see [123, Theorem 1 EJ. If X = L2([0,1]), then X ® X is order dense in

X (§X but the norm of X @X is not order continuous (cp. [123, 4 B and
4 C)). Thus, there exists a (norm continuous) positive linear functional

le (X QA@ X)" which is not order continuous. Clearly, the restriction I of
I to X ® X is not order continuous, too. At the same time the positive
bilinear functional b = [(® is separately order continuous, since X has
an order continuous norm.

(3) The class of orthosymmetric bilinear operators on vector lattices
was introduced in Buskes and van Rooij [81] and received much attention
in the succeeding years. An inseparable companion of the orthosymmet-
ric bilinear operators turns out to be the concept of square of vector
lattice, developed by the same authors in another paper by Buskes and
Rooij [82]; Definition 3.2.11 and Theorems 3.2.12 and 3.2.13 are taken
from this paper.

(4) For a, s,t € R, @ > 0, we denote t*:= [t|*sgn(t) and o,(s,t):=
(s'/* 4 t'/*) In a uniformly complete vector lattice X, we introduce
new vector operations ¢ and #*, while the original order < remain un-
changed: = @ y := o(z,y), A xz := X% (z,y € X;\ € R). Then
X (@) .= (X, ®, x, <) is again a vector lattice. If X is uniformly complete
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then X© = X(1/2) and 2 © y:= (zy)"/? for all z,y € X. If (X,| -]
is a Banach lattice then we can define also a homogeneous function
| la: X = R by ||z]lq:= [|#]|*/*. The pair (X, -|la) is called an
a-convexification of X if a > 1 and a-concavification if a < 1; cp. Lin-
denstrauss and Tzafriri [282, pp. 53, 54] and Szulga [374, Definition
4.4.1]. For the homogeneous functional calculus in uniformly complete
vector lattices and Banach lattices see Lindenstrauss and Tzafriri [282,
Theorem 1.d.1] and Buskes, de Pagter, and van Rooij [79].

(5) A Banach lattice E is called p-concave (1 < p < 00) if there is a
constant C' < oo such that for every finite collection {z1,...,z,} C X
the inequality holds (Lindenstrauss and Tzafriri 282, Definition 1.d.3]):

1

(Ber) <el(Er)|
k=1 k=1

If X is a p-convex Banach lattice for some p > 1 then (X (@), ||-||,) is also
a Banach lattice provided that ap > 1; see Szulga [374, Proposition 4.8].
In particular, X© equipped with the norm ||z ® z||, := ||z||* becomes
a Banach lattice if ¢ > 2 (also see Bu, Buskes, Popov, Tcacius, and
Troitsky [73]).

(6) The theory of positive bilinear operators partially presented in
this book can be developed for positive multilinear operators. In particu-
lar; Fremlin’s tensor product of two vector lattices and Buskes—van Roij
square of a vector lattice together with their universal properties for
the classes of positive bilinear operators (see Theorems 3.2.6 and 3.2.8)
and positive orthosymmetric bilinear operators (Theorems 3.2.12 and
3.2.13) were extended to multilinear case by Schep [359] and Boulabiar
and Buskes [65], respectively.

3.13.3. In 1935 Kantorovich’s in his first definitive article on vector
lattices [191] wrote: “In this note, I define the new type of space that I
call a semiordered linear space. The introduction of such a space allows
us to study linear operations of one abstract class (those with values in
such a space) as linear functionals.” Theorem 3.3.3 with technical Corol-
laries 3.3.5 and 3.3.6 presents one of the mathematical realization of this
heuristic principle. The two other mathematical forms of Kantorovich’s
heuristic principle will be presented in Chapters 4 and 5.

3.13.4. (1) The first appearance of disjointness preserving operators
in the literature occurred in 1943 in the article [402] by Vulikh implic-
itly under the name multiplicative linear operations. A systematic study
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of disjointness preserving operators began from the articles [11, 12] by
Abramovich, Veksler, and Koldunov. Various aspects of disjointness
preserving operators have been studied by many authors over the years,
and we indicate only a portion of these publications: on multiplicative
representations on function spaces (Abramovich, Veksler, and Koldunov
[11, 12], Araujo, Beckenstein, and Narici [33], Abramovich, Arenson,
and Kitover [6], Henriksen and Smith [171]); on weight-shift factoriza-
tion (Gutman [157]-[160], [162]); on spectral theory (Arendt [34], Arendt
and Hart [36], Huijsmans and de Pagter [174], Meyer-Nieberg [311]);
on the inverses of disjointness preserving operators (Abramovich and
Kitover [8]); on the various properties of the band generated by dis-
jointness preserving operators and the corresponding band projections
(Huijsmans and de Pagter [174], Kolesnikov [200, 201], Tabuev [376));
on polar decomposition (Abramovich, Arenson, and Kitover [8], Boula-
biar and Buskes [64], Grobler and Huijsmans [151]). Sometimes order
bounded disjointness preserving operators are called Lamperti operators
[34, 66] or separating mappings [33, 171]. For more historical remarks
and references we refer to the survey [63] by Boulabiar.

(2) Theorem 3.4.2 is taken from Kusraev and Kutatetladze [251]. A
bilinear version of this result which can proved by using similar argu-
ments see below in 3.12.A.7. The first proof of the Theorem 3.4.3 was
given in [310] by Meyer. This proof is based upon the Kuratowski-Zorn
Lemma (i.e., the Axiom of Choice). Later, the two proofs of Theorem
3.4.3, free of the Kuratowski—Zorn Lemma, were obtained by Bernau
in [51] and de Pagter in [329], respectively. Theorem 3.4.4 is immediate
from Abramovich, Arenson, and Kitover [6, Theorem 3.3]. In Section 3.4
we show that Boolean valued approach provides a new insight into this
circle of problems. Theorems 3.4.8 and 3.4.9 were obtained in Kusraev
and Kutateladze [251].

(3) It was proved by Kusraev and Tabuev in [257] that a bilinear
version of Meyer’s Theorem is also true: Let X, Y, and G be vector
lattices and let B : X XY — G be an order bounded disjointness pre-
serving bilinear operator. Then b possesses the positive part BT, the
negative part B~ , and the modulus |B| which are lattice bimorphisms.
Moreover, B (z,y) = B(z,y)* and B~ (z,y) = B(z,y)” for0 < z € X,
0 <y eV, and |B|(z|,ly]) = |B(z,y)| for all z € X and y € Y.
In particular, B is regular.

(4) Combining Theorem 3.9.11 with Corollary 3.12.A.5 yields the
following result due to Kusraev and Tabuev [258].



190 Chapter 3. Order Bounded Operators

Theorem. Let X, Y, and Z be vector lattices with Z Dedekind
complete and B : X x Y — Z an order bounded disjointness preserv-
ing bilinear operator. Then there exist a partition of unity (p¢)ecz in
the Boolean algebra P(Z) and families of positive elements (e¢)ecz in X
and (f¢)ee= in'Y such that the representation holds

B(l‘,y):O—ZP§W'O’(ZL‘/€§)'T(y/f§) (ZE€X7 yGY),
ez

where o and T are shift operators into Z¥ with 9(o) and 2(r) being
order dense ideals in X" and Y", respectively, and W : Z% — Z" is
the operator of multiplication by 0- ..z peB(e, fe) (see 3.9.10).

(5) The noncommutative analogs of disjointness preserving operators
have been studied as well. We present only one result of Wolff [415]. Let
A and B be two C*-algebras. A bounded linear operator T': A — B is
called disjointness preserving if T'(z*) = (Tx)* for all x € A and yz =0
implies T'(y)T'(z) = 0 for all hermitian x,y € A. Let I, and M (1) stand
for the principal ideal in the commutant {h}’ of h generated by h and
the multiplier algebra of I, respectively. Assume now that A is unital
and T is a disjointness preserving operator from A to B which sends
the unity of A to h € B. Then T(A) C I, and there exists a Jordan
*-homomorphism S from A into M (1) such that S(1a) = 1ps,) and
Tx = hS(z) for all z € A.

3.13.5. (1) Theorem 3.5.4 was established by Kutateladze in [273].
The Moreau—Rockafellar Formula is one of the key tools in subdifferential
calculus; various aspects and applications can be found in Kusraev and
Kutateladze [247]. Theorem 3.5.8 was stated and proved in this form in
Kutateladze [261]. Obviously, the Riesz space in this theorem may be
viewed over an arbitrary dense subfield of the reals R.

(2) Descending Theorem 3.5.4 from an appropriate Boolean valued
universe or, which is equivalent, using the characterization of the mod-
ules admitting convex analysis, we can arrive to an analogous description
for a dominated module homomorphism with kernel a Riesz subspace in
modules over an almost rational subring of the orthomorphism ring of
the range (cp. Abramovich, Arenson, and Kitover [6, Theorem 3.3] and
Kutateladze [266]).

(3) From Theorem 3.5.4 it is immediate that the Stone Theorem
cannot be abstracted far beyond the limits of AM-spaces. Indeed, if
each closed Riesz subspace of a Banach lattice is an intersection of two-
point relations then there are sufficiently many Riesz homomorphisms
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to separate the points of the Banach lattice under consideration (cp.
Schaefer [356, Chapter 3, Section 9]).

3.13.6. Theorem 3.6.2 was obtained by Kutateladze in [274]. The
history of the property 3.6.1 is as follows: In 1955 Grothendieck [156]
distinguished the subspaces that satisfy 3.6.1 in the space C(Q,R) of
continuous real functions on a compact space Q). He determined such
a subspace as the set of functions f satisfying some family of relations
of the form f(ql) = Aaf(q2) (¢,¢2 € Q; Mo € R, @ € A). These
subspaces were discovered by Grothendieck and gave the examples of the
Ly-predual Banach spaces other than AM-spaces. In 1969 Lindenstrauss
and Wulpert characterized these subspaces by using 2.6.1. They also
introduced the concept of G-space (cp. [283]).

3.13.7. (1) The notion of n-disjoint operator between vector lat-
tices (Definition 3.7.1) as well as the main results of Section 3.7 (The-
orem 3.7.7 and Corollaries 3.7.9 and 3.7.10 without assuming that the
summands are pairwise disjoint) are due to Bernau, Huijsmans, and
de Pagter [53] (see also Bernau [52]). Radnaev [341, 340] noticed that,
first, the disjointness preserving operators 7171, ...,7T;, in the decomposi-
tion T'="Ty + - -- + T;, can be chosen pairwise disjoint and, second, this
decomposition is unique up to “mixture permutation” (cp. 3.7.8). Simi-
lar results for dominated operators on lattice normed spaces are collected
in Kusraev [228, 5.2.1 and Theorem 5.2.7].

(2) Radnaev [341, 340] found a purely algebraic approach to the proof
of Theorem 3.7.7 (see [228, 2.1.10, 5.2.6, 5.2.7]). In the same article he
gave various characterizations of n-disjoint operators (see [228, 5.2.1(2)
and 5.2.5]) employing Kutateladze’s canonical sublinear operator method
[262, 264] (also see Rubinov [352]).

3.13.8. (1) In [331] de Pagter and Schep raised the problem of find-
ing conditions for the sum of two order bounded disjointness preserving
operators to be disjointness preserving. In Section 3.8 the problem is ex-
amined for arbitrary finite sums in the more general setting of n-disjoint
operators. The Boolean valued approach to the problem and the main
results are taken from Kusraev and Kutateladze [251]. The equivalence
(1) <= (4) in Theorem 3.8.6 is essentially (a) <= (c¢) in de Pagter and
Schep [331, Proposition 2.13 (5)].

(2) Let X, Y, and Z be vector lattices with Z Dedekind com-
plete.  Say that the finite collections {zg,z1,...,2,} C X and
{Y0,Y1,---,Yn} CY are bidisjoint, if for every two naturals 0 < 4,5 < n,



192 Chapter 3. Order Bounded Operators

i # j, either x; 1 x;, or y; L y;. A bilinear operator B from X xY to Z
is called n-disjoint, if |B(zo, yo)| A |B(z1,y1)| A+ A |B(Zpn,yn)| = 0, for
all bidisjoint collections {zg,x1,...,2,} in X and {yo,y1,...,yn} in Y.
For a regular bilinear operator B : X x Y — Z there exists a linear
regular operator T : X ® Y — Z such that B = T®, where X ® Y
is the Fremlin tensor product of X and Y (see Theorem 3.2.6). It was
proved in Kusraev and Tabuev [257] that B is n-disjoint if and only if
T is n-disjoint. These facts enable us to transfer some results on regular
n-disjoint linear operators to regular n-disjoint bilinear operators. In
particular, some versions of Theorems 3.8.6 and 3.8.7 hold for bilinear
operators.

3.13.9. (1) In Section 3.9 we present the Boolean valued approach
to Gutman’s representation theory for disjointness preserving opera-
tors [160, 162]. The main idea of [160, 162] can be worded as fol-
lows: The shadow of an operator T' : X — Y between vector lattices
is the mapping sh:= shy : B(X) — B(Y7) defined as sh(B) = T(B)1+
(B € B(X)). If X and Y have the projection property then we can
also define sh : P(X) — P(Yr) by sh(r) = [Tw(X)]; i.e., sh(n) is the
band projection onto (T'7(X))++. In the latter case a linear operator
T : X — Y is disjointness preserving if and only if its shadow shp is
a Boolean homomorphism. The shadow generates the so-called shift op-
erator which is a lattice homomorphism on a certain order dense ideal of
the universal completion of the departure vector lattice. Both are closely
related with the initial disjointness preserving operator and concentrate,
in a sense, its multiplicative properties. Using these simplest types of
operators, we can construct weighted shift operators; i.e., the compos-
ites W 0 .S ow of two orthomorphisms w and W and a shift operator S.
Moreover, an arbitrary disjointness preserving operator is representable
as the strongly disjoint sum of weighted shift operators (see [228, Sub-
sections 5.3.2, 5.3.6, and 5.3.10]).

(2) The shadow of an operator (without introducing the term) was
first considered by Luxemburg in [291] for lattices homomorphisms and
then by Kusraev in [224] for a disjointness preserving operators in lat-
tice normed spaces. The shadow of an operator may fail to be a Boolean
homomorphism unless X has the projection property or T is order con-
tinuous. It was proved by de Pagter and Schep in [331, Proposition 2.8]
that the shadow sh7 of a lattice homomorphism T is a Boolean homo-
morphism if and only if T has the unique positive linear extension to the
Dedekind completion of X.
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3.13.10. (1) Theorem 3.10.10, the main result of Section 3.10, was
proved by Tabuev in [376, Theorem 2.2] with standard tools. The pseu-
doembedding operators are closely connected with the so-called order
narrow operators. A linear operator T : X — Y is order narrow if for
every x € Xy there exists a net (z,) in X such that |z,| = x for all «
and (T'z,) is order convergent to zero in Y; see [308, Definition 3.1]. The
main result by Maslyuchenko, Mykhaylyuk, and Popov in [308, Theorem
11.7 (ii)] states that if X and Y are Dedekind complete vector lattices
with X atomless and Y an order ideal of some order continuous Banach
lattice then an order bounded order continuous operator is order narrow
if and only if it is pseudoembedding.

(2) The term pseudoembedding operator stems from a result by
Rosenthal [349] which asserts that a nonzero bounded linear operator
in L' is a pseudoembedding if and only if it is a near isometric embed-
ding when restricted to a suitable L!(A)-subspace. Systematic study of
narrow operators was started by Plichko and Popov in [337]. For a de-
tailed presentation of the theory of narrow operators see the recent book
by Popov and Randrianantoanina [338] and the references therein.

3.13.11. (1) Theorems 3.11.4 and 3.11.5 are due to Tabuev [375,
376]. The characterization of diffuse functionals in 3.11.3 belongs to
H. Gordon [141]. For positive operators in Banach function spaces over
separable metric space the diffuse decomposition was first investigated by
Weis [406, 407]. The general decomposition and projection results were
obtained by Huijsmans and de Pagter in [174] and by Tabuev in [375].
The projection onto the band of diffuse and pseudoembedding operators
was studied by Kolesnikov [201].

(2) The main tools in Huijsmans and de Pagter [174] and Ta-
buev [375] are sublinear operators pr and gr respectively defined as

pr(z):=inf {Toy V- VTz,: [z <zt V- Vg,
ml,...,xn€E+,n€l]\l},

gr(z):= inf {T1|a:| Voo VT2 T = ZTk’
k=1

T Ty € LB T LT (6 20) ),
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where x € X and T is a positive operator from X to Y. Then T is diffuse
if and only if pr(z) = 0 for all € X [174] if and only if gr(z) = 0 for
all x € X [375]. In Maslyuchenko, Mykhaylyuk, and Popov [308] the
operator pp is also called the Enflo—Starbird function in the wake of
Enflo and Starbird [113].

3.13.12. (1) Theorem 3.12.A.3 and Corollary 3.12.A.5 were obtained
in Kusraev and Tabuev [258]. Corollary 3.12.A.6, a special case of The-
orem 4.12.A.3, is due to Hart [167]. Theorem 3.12.A.7 is a recent result
by Kusraev and Kutateladze [251].

(2) Theorem 3.12.B.8, the main result of 3.12.B, was proved in Kus-
raev and Kutateladze [251]. This result gives a complete description
of n-disjoint sets of operators. In the particular setting of disjointness
preserving operators this problem was motivated by the research of Be-
namor and Boulabiar [44, 46, 45] and stated explicitly in Boulabiar [63,
Problem 5.8]: Given a lattice homomorphism T from X into Y, under
what conditions is 2 := Orth(Y) o T' maximal?

(3) The decomposition theorem in 3.12.C.3 is due to Sobczyk and
Hammer [366]. Theorem 3.12.C.8 tells us that every finitely additive
measures with values in a Dedekind complete vector lattice can be writ-
ten as the sum of two measures, one of which is diffuse, the other is
a countable sum of finitely additive “spectral measure.” This is a spe-
cial case of a more general Sobczyk—Hammer type decomposition theo-
rem for finitely additive measures with values in a Banach—Kantorovich
space which was obtained by Kusraev and Malyugin in [252, 253].



CHAPTER 4

BAND PRESERVING OPERATORS

WP: When are we so happy in a vector lattice that all band preserving
linear operators turn out to be order bounded?

This question raised by Wickstead in [408] is often referred to as the
Wickstead problem. The answer depends on the vector lattice in which
the operator in question acts. There are several results that guarantee
automatic order boundedness for a band preserving operator between
concrete classes of vector lattices. The goal of this chapter is to examine
the Wickstead problem in universally complete vector lattices for various
classes of band preserving operators: projections, algebraic operators,
derivations, algebra homomorphisms, etc. Boolean valued representation
of band preserving operators reduces this task to examining the classical
Cauchy functional equation.

4.1. ORTHOMORPHISMS

In this section we introduce the class of band preserving operators
and briefly overview some properties of orthomorphisms.

4.1.1. Let X and Y be vector sublattices of a vector lattice Z. For
a linear operator T from X into Y the following are equivalent:

(1) L z implies z 1. Tx for allx € X and z € Z.

(2) Tz € {z}*++ for allz € X (with the disjoint complements taken
in 7).

(3) T(KNX) C K for all bands K € B(Z).

< The implications (1) = (2) = (3) are immediate from the def-
initions. To ensure that (3) = (1), put K := {z}* and note that for
an arbitrary z € Z the relation 1 z and = € K are equivalent, so that
Tz e T(KNX)C K by (3), whence z L Tz. >
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4.1.2. A linear operator T from X to Y is called band preserving®
provided that one (and hence all) of the conditions 4.1.1 (1-3) holds. If T’
is band preserving and Tz | X for some z € X, then Tx € X+ C {z}+
and, in view of 4.1.1(2), Tz € {z}*+ N {z}+ = {0}. Thus, T(X) C
Y N X++ and we will only deal in the sequel with the case Z = X11.

A band preserving operator T' need not be order bounded (cp. The-
orems 4.4.9, 4.6.4, and 4.7.6 below). An order bounded band preserving
operator m : X — Y is called an orthomorphism from X to Y. Let
Orth(X,Y) signify the set of all orthomorphisms from X to Y. An or-
thomorphism 7' € Orth(X,Y) is called an extended orthomorphism of Y
whenever X is an order dense ideal of Y and a weak orthomorphism of Y
provided that X is an order dense sublattice of Y. In the case Y = X
we speak of the orthomorphisms of X and put Orth(X):= Orth(X, X).
Let 2°(X) stand for the set of regular operators T' € L(X) satisfying
—clx < T < clx for some ¢ € Ry. By 3.1.11(6) Z(X) C Orth(X).
The space Z'(X) is often called the ideal center of X, since Z°(X) coin-
cides with the order ideal in Orth(X) generated by the identity operator
Ix.

4.1.3. Let X be a vector lattice. Then Orth(X) is a semiprime
commutative f-algebra with the composite as ring multiplication and
with the identity operator as weak order unit.

< Since an orthomorphism is disjointness preserving, it is also regular
by the Meyer Theorem 3.4.3. Moreover, the collection of orthomorphisms
Orth(X) is a vector lattice under the induced order from the space of
regular operators.

The vector lattice Orth(X') has some natural multiplicative structure:
given m and p in Orth(X), put 7p:= 7o p. It follows easily from the
definition that mp € Orth(X). Obviously, Orth(X) is a lattice ordered
algebra (cp. 2.3.1) and the identity operator is the ring unity. It remains
to check that if # L pthenom L pand wo L pforall 7, p,0 € Orth(X),.
Indeed, if @ A p = 0 then 7wz A px = (w A p)xz = 0 for all z € X,.
Since o is band preserving, the relation 7z L px implies o(7wx) L pz or
(om)x Apxr = 0. Hence (om) L o. At the same time, putting zo:= zVoz
we deduce

0 < (mo)x A px < o A pro = 0,

which implies that (7o) L p. Commutativity and semiprimeness of
Orth(X) can be seen from 4.3.8. >

In the Russian literature the term nonextending is also in use.
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4.1.4. A vector lattice X is said to have a cofinal family of band pro-
jections (or a cofinal family of projection bands) if for every nonzero band
B C X there exists a nonzero projection band By C B. Equivalently, X
has a cofinal family of band projections if for each nonzero band B in
X there exists a nonzero band projection 7 on X such that =(X) C B.
The space of continuous functions C'(K) is a vector lattice with a cofinal
family of band projections whenever K is a zero-dimensional compact
space.

4.1.5. Let Z be a vector lattice with a cofinal family of band projec-
tions and let X and Y be vector sublattices of Z. For a linear operator
T : X — Y the following are equivalent:

(1) T is band preserving.
(2) mz = 0 implies 7Tz =0 for all x € X and 7 € P(Z).
(3) mz = my implies 7Tz = 7Ty for all z,y € X and 7 € P(Z).

< If T is band preserving and 7z = 0 for a band projection © € P(Z),
then Tz € {z}++ C ker(r) by 4.1.1(2), so that 7Tz = 0. Conversely,
assume that 7" is not band preserving, while (2) holds. Then, according
to 4.1.1(2) there is z € X such that Tz ¢ {z}* and so the band
K := {Tz}**+n{x}* is nonzero. By hypothesis there is a projection band
7w € P(Z) with m(Z) C K, so that 7Tz # 0 and 7z = 0; a contradiction.
Thus (1) and (2) are equivalent. The equivalence of (2) and (3) follows
trivially from the linearity of T'. >

4.1.6. Let Z be a vector lattice with a cofinal family of band pro-
jections, X an order ideal of Z, and Y a vector sublattice of Z. For a
linear operator T : X — Y the following are equivalent:

(1) T is band preserving.
(2) 7Tz =Trx for all z € X and 7 € P(Z).
(8) nTntz =0 forallx € X and m € P(Z) with nt:=Ix — .

<1 (1) = (2): If T is band preserving then T(KNX) C K and T(K*N
X) Cc K* for every band K € B(Z). Assume that K is a projection
band. Put 7:= [K] and 7’ := [K*]. Then 7|x € P(X), 7'|x € P(X),
and 7'|x = Ix — 7|x. Consequently, Tx = Tnz + Tr'x with Twrz € K
and T’z € K+, so that 7Tz = nTnx = T

(2) = (3): Replace = by 7tz in (2) to get (3).
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(3) = (1): If (3) holds then nTx = 777z for all z € X and 7 €
P(Z). Therefore, 7z = 0 implies trivially that 77z = 0 and we are done
by 4.1.5(2). >

4.1.7. Let X and Y be vector sublattices of a laterally complete
vector lattice Z with Z = X11. Each band preserving linear operator
T from X into Y extends uniquely to a band preserving linear operator
T* from \(X) to A(Y). Moreover, T is order bounded if and only if so
is T? and in this case |T*| = |T|*.

<0 An arbitrary z € A(X) may be presented as x = 0-) .= mex¢
where (7¢)ecz is a partition of unity in P(Z) and (x¢)¢cz is a family in
X; see 2.5.3. Define T* : A\(X) — A(Y) by putting

T z:= O—Z meT'we (x = O'Z 7r§x§>,

(€= ez

or equivalently, 775T>‘x = m¢T'xe for all £ € 2. The definition is sound.
Indeed, given another representation = = O—ZneH PnYyn With a partition
of unity (p,)nen in P(Z) and a family (y,)nen in X, we have mep,ze =
Tepn® = TeppYn and so mepyTxe = mep, Ty, by 4.1.5(3). Consequently,

O—Z melTe = O—Z O—Z e pnd'Te

g€ £€E neH
= O—Z O—Z Tepn Ty, = O—Z P Lyy.
neH §Ec= neH

To show the linearity of T?, take x,y € A(X) and observe that there
are families (z¢) and (y¢) in X and a common partition of unity (m¢)
in P(Z) such that mex = mexe and mey = meye for all £ It follows that
me(ax + By) = me(aze + Bye) with o, 3 € R. From the definition of T2
we deduce

7T£T)\<OZ£C + By) = T (axe + Bye)
= an¢Txe + PreTye = me(@T x + BT y),

whence T (az + By) = aT x + BT y.

To see that T? is band preserving, observe that if 7z = 0 then
mrexe = memz = 0 and so ¢ (7T*z) = nmTxe = 0 by 4.1.5(2). As £ is
arbitrary, 77z = 0, as required.
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Suppose that 7" is another band preserving linear operator from A\(X)
to A(Y) with T|x = T. If z € A\(X) is as above, then mex = mexe with
z¢ € X and, according to 4.1.5 (3), 7T§T.%’ = meTxe = meTa = meTrae =
meT x. Since € is arbitrary, it follows that Tz =T z.

If T is order bounded then by the Meyer Theorem |7T'| exists and
|Tz| = |T|(|z|) for all z € X. By what we have proved |T| has a unique
extension |T'|* to A\(X) and |T|* is positive. Given € A(X) as above,
we have

T ()] = o) me|Tae| = o) me|T|(lzel) = |T17(J«]).

ez £eE

From this we see that T is order bounded and |T*| = |T|*. Conversely,
if T* is order bounded then |T*| exists and |Tz| = |[T*z| = |T*|(|z|) for
all x € D. Thus, T is order bounded. >

4.1.8. Let X, Y, Z, T, and T* be the same as in 4.1.7 and X is
order dense in Z. Then A(X) = X* and T is injective if and only if so
is T

<1 We need only to check that T is injective whenever T is injective.
It follows from the definition of T that T? is injective if and only if
7Tz = 0 implies 7z = 0 for all x € X and # € P(Z). Suppose the
contrary to our claim that there are x € X and m € P(Z) such that
7Tz = 0, while 7z # 0. We can assume further that = > 0 because
Tzt 1 Tz~ and so nTz™ = 7Tz~ = 0, while either mz* # 0 or
mx~ # 0. Choose g € X with 0 < zg < 7z, put p:= [zo], and note
that ptTzo = 0 because T'rg € {zo}1". At the same time p < 7 and so
pTxg = 0. Thus, Txzg = 0, while zy # 0; a contradiction. >

4.2. THE CAucHY FUNCTIONAL EQUATION

Here we shortly address the celebrated Cauchy equation of the clas-
sical calculus. In the next section we demonstrate that the contracting
operators in universally complete vector lattices are solutions in disguise
of the Cauchy equation and the Wickstead problem amounts to that of
regularity of all solutions to the equation under some extra condition of
regularity type.

4.2.1. By [ we denote either R or C. The Cauchy functional equation
with f: F — F unknown has the form

flz+y) = f=)+ fly) (z,yel).
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Clearly, every solution to the equation is automatically Q-homogeneous;
i.e., it satisfies another functional equation:

flgz) =qf(z) (¢€Q, z€l).

In the sequel we will be interested in a more general situation. Namely,

we will consider the simultaneous functional equations

flet+y)=fl@)+fly) (vyeb), (L)
flpz) =pf(z) (peP,zel),

where P is a subfield of F (which includes Q). In case F = C we assume
that ¢ € P, so that Q & iQ C P. Denote by Fp the field F which is con-
sidered as a vector space over P. Clearly, solutions to the simultaneous
equations (L) are precisely P-linear functions from Fp to Fp.

4.2.2. Let & be a Hamel basis for a vector space Fp, and let % (&, )
be the space of all functions from & to F. The solution set of (L) is
a vector space over [ isomorphic with % (&,F). Such an isomorphism

can be implemented by sending a solution f to the restriction f|gs of f
to &.

< The solution set of (L) coincides with the space Lp(F) of all P-
linear operators in Fp. Suffice it to mention that Lp(F) and .# (&, F) are
isomorphic vector spaces.

Let %#y(&,P) be the set of finitely supported functions ¢ from & to P;
i.e., each ¢ : & — P is such that the support {e € & : p(e) # 0} of ¢ is
finite. Then %#y(&, P) is a vector space over P isomorphic with Fp. Such
an isomorphism can be implemented by sending ¢ € %(&,P) to the
sum z, := Y .0 p(e)e. The inverse isomorphism z > ¢ is determined
by expansion of z € X in &.

Given ¢ € #(&,F), put

folae) =Y _p(e)ple) (v € Fo(&,F)).

ecé

This yields an isomorphism of Z(&,F) to Lp(F). The inverse isomor-
phism takes the form f +— f|e. The definitions of the isomorphisms
¢ — z, and ¥ — fy are meaningful, since there are only finitely many
nonzero terms under the sign of summation. >
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4.2.3. Corollary. Let P be a subfield of R. The general form of
a P-linear function f : R — R is given as

f@) =Y wedle) if 2= e,

ecé ecs

where ¢ : & — R is an arbitrary function.
<1 This is immediate from 4.2.2. >

4.2.4. Theorem. Each solution of (L) is either F-linear or every-
where dense in F2 :=F x F.

< A solution f of (L) is F-linear if and only if f has presentation
f(z) = cx (x € F), with ¢ := f(1). If f is not F-linear, then there
are z1,22 € [ satisfying f(z1)/z1 # f(x2)/x2. This yields the linear
independence of vy := (z1, f(z1)) and vy := (z2, f(x2)) in the vector
space F2 over F. Indeed, if ajv1 + asve = 0 for some o;, s € F, then
o121 +asze = 0 and ag f(21) + a2 f(x2) = 0, while the two simultaneous
equations has only the trivial solution a; = as = 0, since the relevant
determinant x f(z2) — z2f(x1) is other than zero by hypothesis. Thus,
each pair (x,y) € F? admits the presentation (z,y) = ajv; + agvy for
some ai,a2 € F. Since P is dense in F, each neighborhood of (z,y)
contains a vector of the form pjv1 + pove, with py,p2 € P. (Recall that
Q ®iQ C P whenever F = C.) Therefore, {p1v1 + pavs : p1,p2 € P} is
dense in F2. At the same time this set lies in f, since the P-linearity of f
implies that

P1U1 + P2vg = (P11 + paza, p1f(z1) + paf(z2))
= (p121 + P22, f(p121 + P22))

for all p1,p2 € P. >

4.2.5. Let & be a Hamel basis of the space Fp and let ¢ : & — [ be
an arbitrary function. The unique P-linear extension f : I — [ of ¢ is
continuous if and only if ¢(e)/e = ¢ = const for all e € &. Moreover, in
this event f admits the representation f(x) = cx for all z € .

< By the P-linearity of f we have f(p) = pf(1) (p € P). If f is
continuous, then using the denseness of P in [, we arrive at the desired
presentation with c:= f(1). If g(e) = ce for all e € & then the function
x +— cx is a [P-linear extension of g, and by uniqueness of such extension
f(z) = cx (z € F), whence the continuity of f follows. >
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Thus, for a solution f to (L) to admit the presentation f(z) = cx
(z € R) we must impose some condition of regularity and continuity
exemplifies such a condition. Let us list some other regularity conditions.
First, agree to call an additive function f : R — R order bounded if f is
bounded when restricted to every interval [a,b] C R.

4.2.6. FEach solution f of (L) in case F = R admits the representation
f(z) = cx (z € R) with some ¢ € R if and only if one of the following is
fulfilled:

(1) f is continuous at some point.
(2) f is increasing or decreasing.
(3) f is order bounded.

(4) f is bounded above or below on some interval Ja,b] C R with
a <b.

(5) f is bounded above or below on some measurable subset of pos-
itive Lebesgue measure.

(6) f is Lebesgue measurable.

< We start with demonstrating (4) by way of example. Necessity
is obvious. To prove sufficiency, assume that f is bounded above by
areal M on ]a,b[. Then the open set {(s,t) €R?: a <s < b, M <t} is
disjoint from f, and so f cannot be dense in R2. But if f fails to admit
the desired representation then f is dense in R2.

Clearly (1), (2), and (3) follow from (4). The proofs of (5) and (6)
are available in [14, Ch. 2, Theorem 8] and [211, Theorem 9.4.3]. >

4.2.7. Turn now to F = C and let P := Py + iPg for some subfield of
a subfield Py C R. In this event the solution set of (L) is the complexi-
fication of the solution set of (L) in the case that P := Py.

In more detail, if g : R — R is a Py-linear function, then g extends
uniquely to the P-linear function g : C — C defined as §(z) = g(x)+ig(y)
(z =z + iy € C). Conversely, if f : C — C is a P-linear function, then
there exists a unique pair of Po-linear functions f1, f2 : R — R satistying
1) = Fi(2) +ifs(2) (= € ©). o

Therefore, each solution f to (L) has the form f = f; + ifs, where
fi,f2 : R = R are Pg-linear and f;(R) C R (¢ = 1,2). Say that f is
monotone or bounded provided that so are f; and fo. It is now easy to
see that the following are true:
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(1) The function f is dense in C? if and only if both f; and f, are
dense in R?.2

(2) A solution f of (L) in case F = C, P = Py + iPg, and Py C R
admits the representation f(r) = cx (¢ € C) with some ¢ € C if and
only if one of the conditions 4.2.4 (1-6) is fulfilled.

4.2.8. Theorem. Let P be a subfield of F, while P := Py + iPg for
some subfield Py C R, in case F = C. The following are equivalent:

(1) F=P.
(2) Every solution to (L) is order bounded.

< It is trivial that (1) = (2). Prove the converse by way of con-
tradiction. The assumption F # P implies that each Hamel basis &
for the vector space Fp contains at least two nonzero distinct elements
e1,ez € &. Define the function ¢ : & — F so that ¥(e1)/e1 # ¥(e2)/es.
Then the P-linear function f = f, : I — [, coinciding with ¢ on &,
would exist by 4.2.2 and be dense in F? by 4.2.4. Therefore, fy; could
not be order bounded (cp. 4.2.6 and 4.2.7). >

4.2.9. Consider the two more collections of simultaneous functional
equations:
fle+y)=f(@)+ fly) (z,yel),
f(px) =pf(x) (peP, zel), (4)
flzy) = f(2)f(y) (z,y €F),

flz+y)=f@)+ fly) (z,yel),
flpz) =pf(z) (pEP, zel), (D)
flzy) = fx)y+2f(y) (z,y ).

The nonzero solutions to (A) are called P-automorphisms of the field F,
while the solutions of D are called P-derivatives of F. The identity
automorphism and the zero derivation are called trivial. The problem
of existence of nontrivial solutions to (A) and (D) needs more delicate
results from field theory which will be presented in Section 4.11.

4.2.10. Sometimes it is important to deal with f satisfying the equa-
tion f(z +y) = f(z) + f(y) only for (z,y) € G, where G is a subset of
R x R. In this case the term restricted Cauchy functional equation is in
common parlance (cp. [211, §13.6]).

2Recall that each function f: X — Y from X to Y is a subset of X x Y.
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4.3. REPRESENTATION OF BAND PRESERVING OPERATORS

Here we will demonstrate that a band preserving operator can be
represented in an appropriate Boolean valued model as a solution of the
restricted Cauchy functional equation. This fact enables us to study the
properties of band preserving operators with the help of the theory of
functional equations.

4.3.1. We consider a pair of vector lattices X and Y with Y a nonzero
vector sublattice of the universal completion X*“. Let L,(X,Y) be
the set of all band preserving linear operators from X to Y. Clearly,
Ly, (X,Y) is a vector space. Moreover, Ly, (X,Y) becomes a faithful
unitary module over the f-algebra A:= Orth(Y") on letting 77:= 7o T,
since the multiplication by an element of A is band preserving and the
composite of band preserving operators is band preserving too.

The part of Ln,(X,Y) comprising all order bounded operators
is denoted by Ly (X,Y). Clearly, L (X,Y) is an A-submodule of
Lpp(X,Y). Moreover, according to the Meyer Theorem, Ly (X,Y) is
a vector sublattice of L~ (X,Y). Denote Lyp(X) := Lpp(X,X) and
L (X) = L, (X, X).

4.3.2. Let %R stand for the reals Z within V(B considered as a vector
space over the field R*. Thus, the expression “2 is a subspace of Zgr”
means that #£ is an R"-subspace of #. Actually, in this case 2 is
a totally ordered vector space over the ordered field R or, trivially,
a vector sublattice of Zg.

Let 2" and % be nonzero vector sublattices of Zr. By Lgr (2, %)
we denote the element of V(B) that represents the space of all R*-linear
operators from 2" to %. Then Lgn(Z,%) is a vector space over R”
within V() and Lgr(2,%)| is a unitary semiprime module over the
f-algebra R*]. Just as in 4.3.1, denote by Lgr(Z',%') the part of
Lpn (X, %) consisting of order bounded functions.

Recall that Z] is a universally complete vector lattice and
a semiprime f-algebra with unity 1 := 1%, while X := 2°] and
Y := % are laterally complete vector sublattices in #Z]. Moreover,
XY =YY = Z], so that we can define Ly,(X,Y). The main pur-
pose of this section is to demonstrate that Ly,(X,Y") is isomorphic to
Lpa (2, %)].

4.3.3. Let X be a vector lattice, X" = %/, and let Y be a vector
sublattice of XY. A linear operator T : X — Y is band preserving if and
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only if T is extensional; i.e., [x1 = x2] < [Tx1 = Tas] for all z1,25 € X.

< Let B ~ B(X) and x : B — P(#J) is the same as in the Gor-
don Theorem. Then, in view of the properties of x in 2.2.4(G), T is
extensional if and if x(b)z1 = x(b)xy implies x(b)Tz; = x(b)Tx2 for all
1,22 € X and b € B. But the latter means that 7' is band preserving
by 4.1.5. >

4.3.4. Theorem. Let X and Y be vector sublattices of %] and
X = X¥. The mapping T +— T defines the isomorphisms of Ly,,(X,Y")
to Lga (27, %)) and L (X,Y) to LgA (27, %)\ Both isomorphisms are
onto whenever X andY are laterally complete and in this case the inverse
isomorphisms are defined by the mapping T +— 7.

<A Put X:= 2| and Y := #| and observe that X = mix(X) = X*
and Y = mix(Y) = A(Y); see 2.5.3. By 4.1.7 each T € Ly,(X,Y)
admits the unique band preserving extension T' € Ly,(X,Y). Therefore,
Lyp(X,Y) can naturally be identified with a subspace of Ly, (X,Y).
Each T' € Ly, (X,Y) is extensional by 4.3.3, and so T has the ascent 7 :=
T1 presenting the unique mapping from 2" into % such that [r(z) =
Tz] =1 for all x € X (see 1.6.5). Using this identity and the definition
of the ring structure on %] (cp. 2.2.2), we see that

Tdy) =T(@+y)=Tz+Ty=r1(z)d7(y),
TA @z)=TA-2)=X-Tx=\" O71(z)

hold within V(&) for all z,y € X and A € R. Hence, [T € Lgr(2,%)] =
L;ie., [7: 2 — % is an R*-linear function ] = 1, where @ and ® stand
for the operations on 2" and %/, while + and - are the operations on X
and Y.

Conversely, if 7 € Lga(2,%)] then the descent 7| : X — Y is
extensional by 1.5.6. A similar argument as above shows that if 7 is R"-
linear within V(B) then 7| is a linear operator. Now it is clear from 1.6.7
that the ascent functor as well as the descent functor defines a one-to-one
correspondence between Ly, (X,Y) and Lga (27, ).

Show that the above one-to-one correspondences preserve addition
and scalar multiplication. This can be done by simple calculations, re-
vealing isomorphisms, which is immediate from the identities

S+T)te=(S+T)r=Sx+Tx
=Ste Ttz =(Ste TNz (veZl);
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(a-S)tz = (a-S)z = a-(Sz) = a0 (STz) = (a0SM)z  (a,z € Z|),

where @ and © stand for the operations on % and Lgs (2, %){, while
+ and - are the operations on ¥ and Ly, (X,Y).

Thus, Lyy(X,Y) and Lga (2, %)) are isomorphic. It remains to
show that the ascent and descent preserve order boundedness. Take
T € Lpa (2, %)]. The sentence “r is order bounded within V(®)” can
be written as (with [c, d]® stand for a order interval within V(B))

1=[(Vae Z:)3be % )r([—a,a]®) C [-b,b]°]
= N\ [3b e )r([-a,d]*) C [-b,b]°].

acX

By the maximum principle for every a € X, there exists b, € Y such
that [7([—a,a]®) C [~ba,bs]°] = 1. The last identity is equivalent to
T}[—a,a] C [~ba,bs] because of the three relations:

[67 d]oi = [Cv d];
[ACB]l=1<«<= Al C B,
7(A) = TL(AL).

The first relation is immediate from the definition of the descent of an
order in 2.2.3, the second is easily deduced with the help of 1.5.2, and
the third follows from 1.5.3. >

4.3.5. Put Ly, (X) := Lyp(X, X) and End(%ZR) := Lgr (%, Z%). The
modules Ly, (%)) and End(%R)| are isomorphic, and such an isomor-
phism can be implemented by sending a band preserving operator to its
ascent. Moreover, the isomorphism preserves order boundedness.

< This is immediate from 4.3.4. >

We now formulate a few corollaries to Boolean valued representation
of an order bounded operators obtained in Theorem 3.3.3. An operator
T € L~ (X,Y) is said to be disjointness preserving if * L y implies
Tz L Ty for all z,y € X. Let Ly, (X,Y) stand for the set of all order
bounded disjointness preserving operators from X to Y.

4.3.6. Theorem. If T : X — X is an injective band preserving
operator on a vector lattice X, then its inverse T—* : T(X) — X is also
band preserving.

< This is immediate from 4.1.7 and 4.1.8 and Theorem 4.3.4. If X*
and T* are the same as in 4.1.8 then we can assume that X* = 27|
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and T = 7| for some 27,7 € V(®) with [2 is a subspace of Zg] = 1
and [7 : & — % is an R’-linear function] = 1. Observe that 7 is
injective within V(B) if and only if for every z € X* we have [re =0+«
z = 0] = 1 or, equivalently, [r)(z) = 0] = [z = 0]. By 2.2.4(G) and
1.5.6 this amounts to saying that 7*(z) = 0 <= 2 = 0 for all z € X*
or, which is the same, T? is injective. By 4.1.8 and our hypothesis
T* is injective. Consequently, [r is injective] = 1 and by the transfer
and maximum principles there exists 7= € V(B) such that [7(2") is
a subspace of Zg and 77! : 7(27) — 2 is R"-linear function] = 1.
By 2.5.1(1) X, := 7(%)] is a vector sublattice of X*. It follows from
1.5.5(1) that (T*)~! = (1))~ = (r71)J, so that T* is a linear operator
from X, to X*. By 4.3.4 (T*)~! is band preserving. We arrive at the
desired conclusion by appealing again to 4.1.7, since T(X) C X, and
the restriction of (T*)~! to T(X) is band preserving. >

4.3.7. Assume that 2 and % are P-linear subspaces of R. A [P-
linear function T : 2~ — % is order bounded if and only if there exists
p € Py such that |7(x)| < p|z| for all x € 2. In this case T admits the
representation 7(x) = cx (x € Z") for some ¢ € R.

<l Sufficiency is obvious, so only the necessity should be proved. If 7
is order bonded then there are 0 < ¢ € P and 0 < e € 2 such that
7([—e,e]) C [—¢,q]. Given z € &, take an arbitrary o € P with o >
|z| and choose p € Py such that g/e < p. Since ex/a € [—e, €], we
have 7(ex/a) € [—q,q] or |7(z)| < (¢/e)a < pa. Thus |7(z)| < plz|
as a > |z| is arbitrary. In particular, 7 is uniformly continuous and
admits the unique continuous extension 7 : R — R. From the continuity
and P-linearity of 7 we see that 7(z) = 7(x) = cx (x € Z') where
c:=7(1). >

4.3.8. Let X be vector lattice and let Y be a sublattice of X“. A band
preserving operator T : X — Y is order bounded if and only if T' can be
presented as Tz = c¢-x (x € X) for some fixed ¢ € X".

< If T admits the above representation then T'([—a, a]) C [—|c|a, |cal]
for all @ € X, so that T is order bounded. To prove the converse assume
that X% = 2| and put 2 := X1 and % := Y1. Working within V()
and using transfer, apply 4.3.7 to the function 7:= T from 2" to %
which is R*-linear and order bounded. Thus, [(3c € Z)(Vz € 2 )7(x) =
¢ ® z] = 1. By the maximum principle there exists ¢ € %] such that
[r(x) =coOz] =1 for all x € Z'|. It follows that for all z € X ¢ 2|
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we have
L=[Tz=71@)]A[r(z)=cOz] < [Tz =c-z]

and so Tz = cz. >

4.3.9. Let X be a vector lattice with X" = %] and let Y be a nonzero
vector sublattice of X". Every band preserving operator from X toY
is order bounded if and only if 2 := X7 is a one-dimensional subspace
of # over R" within V() with B:= B(X). In symbols,

Lip(X,Y) = L5 (X,Y) <= V® £ (Jeec 2)2 =R’

< <=: If Z = R"e for some e € 2 then every R"-linear function
7: 2 — % within V(®) evidently admits the representation 7(z) = cx
for all x € 2" with ¢ = 7(e) and, by 4.3.7, 7 is order bounded. By 4.3.4
every band preserving operator from X to Y is order bounded.

= If thereisno e € 2 with R"e # 27, then each Hamel basis & for
the vector space 2~ over R has at least two distinct elements e; # es.
Defining some function ¢g : & — % so that ¢g(e1)/e1 # dole2)/ea, we
can extend ¢g to an R"-linear function ¢ : & — # as in 4.2.2 which
could not be order bounded by 4.2.4 and 4.3.7. Therefore, the descent
of ¢ would be a band preserving linear operator that fails to be order
bounded by 4.3.4. >

4.3.10. Let X be a vector sublattice of a vector lattice Y and let
T:X —Y be a band preserving linear operator. Then there is a band
B of Y such that the restriction of T to X N B is order bounded and
the restriction of T to X N B+ has the property

(Vo € XN Bt)(VneN)(Ju, € N(X)NBY)

such that u, < = and [T™u,| > nx. (%)

In particular, the restriction T|; of T to every nonzero order ideal J
of X N B+ is not order bounded.

<1 There is no loss of generality in assuming that X =Y = Z|. Let
an operator T from A\(X) to Y is defined as in 4.1.7. Put 7:= T*1,
b=[r: 2 — % isorder bounded] and m,:= x(b). Then [bAT : DAL —
bA% is order bounded] = 1;:= b by 1.3.7. Moreover, by 2.3.6, (bA%)|
can naturally be identified with the band B:= m,(#]) = m,(Y?), while
(b A7)} can be identified with the restriction of T to A(X) N B. Thus,
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the restriction is order bounded together with its restriction to X N B
which coincides with T'|xn5.

Observe further that b* = [r : Z° — % is not order bounded]
and by 1.3.7 we again have [b* AT : b* A Z — b* A% is not order
bounded] = 1+ := b*. Moreover, 7, := Iyx —m = x(b*) and, by 2.3.6
(b* A%)| can be identified with the band B+ := 7, (Y*) and (b* A7)J can
be identified with the restriction of T* to A(X) N B+. For brevity, put
To:=b"AT, Zo:=b*ANZ , and %:= b* A% . Since Z is linearly ordered
and Archimedean, the fact that 79 is not bounded can be formalized as
follows:

(Vo< ze 2) (VneN) Fu, € Z0) (0< up <z A |7(yn)| = nz).

By transfer this sentence is true within V(B), Calculation of the Boolean
truth values of the two universal quantifiers and application of the max-
imum principle to the existential quantifier leads to the assertion: for
all0 < x € XN Bt and n € N there exists u,, € A\(X) N B+ such that
|T*(u,)| = nx, which is precisely (x).

Assume that there are 0 < z € XNBL and y € Y, such that |Tu| <y
for all u € [0, x]. Then |T*(v)| < y for all v € A(X) with 0 < v < .
Indeed, if v € [0, z] and 7ev = meve (€ € E) for a family (ve)eez in X
and a partition of unity (7¢)¢ez in P(Y?), then we have also m¢v = meuge
with ug =2 Ave € X N0, z] (§ € E). It follows that

[meTH(v)| = |meTue| < wey

and so |T*(v)| < y. If a sequence (u,) is chosen in accordance with (%),
then nz < |T*(u,)| < y (n € N); a contradiction. Consequently, the
restriction of T to any nonzero order ideal in X N B+ is not order
bounded. >

4.4. DEDEKIND CUTS AND CONTINUED FRACTIONS

The behavior of Dedekind cuts and continued fractions in a Boolean
valued model clarifies that R* coincides with the internal reals Z € V(B)
if and only if the complete Boolean algebra B is o-distributive.

4.4.1. Consider an ordered set L. A Dedekind cut in L is a pair
(a,b) of nonempty subsets a C L and b C L such that a consists of all
lower bounds of b and b consists of all upper bounds of a (in symbols,
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a = b and b = @). Denote by L the set of all Dedekind cuts in L and
introduce the order on L by putting (a,b) < (a’,¥) for (a,b), (a’,b') € L
if and only if a C o’ or, equivalently, b’ C b. Assign to each u € L the
Dedekind cut @:= ((+—,u], [u,—)), where (<, u]:={v € L: v <u} and
[u,—):={v € L: v >u}. Then L is an order complete lattice; i.e., each
nonempty upper bounded subset has supremum, and each nonempty
bounded below subset has infimum. Moreover, u — 4 is a one-to-one
mapping of L to L preserving suprema and infima and for every cut
(a,b) € L we have

sup{@: u € a} = (a,b) =inf{0: v € b}.

The order complete lattice L is called a Dedekind completion of L.

4.4.2. In particular, if L := Q then the Dedekind completion @ is
isomorphic to R. If (a1,01) and (asg, B2) are Dedekind cuts in Q then
(a1,B1) + (a2, 82) = (ao, Bo) with ag:= B1 + 2 and By := a1 + ag; if,
in addition, (v, 3;) = 0 (i:= 1,2) then (a1, 51) - (a2, 82) = (a, 8) with
a:= 1P and B:= a7 - az. Here and below we put u+v:={x +y:
x€u,ycevandu-vi={z-y: x €u, y €v}.

Assume now that L is a vector lattice. Introduce the addition and
scalar multiplication on L (with (a,b), (a1,b1), (a2,b2) € L and t € R)
as follows:

(a1,b1) + (ag,b2):= (by + ba, a1 + a2),

(ta,tb% if t> 0,
t(a,b):= { t(a,b):= (tb, ta), it t<O0,
t(a,b):=(L_,Ly), if t=0.

With these operators, L becomes a Dedekind complete vector lattice

and the mapping ¢ : u + 4 is a lattice isomorphism of L to L. Moreover,
(L,¢) is a Dedekind completion of the vector lattice L.

4.4.3. If 2 is the rationals within V(®) then
VE = 2 ="

< By transfer and the maximum principle there are 2 and 2 € V(B)
such that [2 is the ring of integers] = [ is the ring of rationals] = 1.
We have to show that

[Z=27]=[2=Q]=1
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We knew already that [Rg = (wo)"] = 1 (cp. 1.9.9(1)). So, using the
fact that the definition N:= w \ {0} is a bounded ZF-formula, we can
write within V(®) that

Ro \ {0} =" \ {0} = (w\ {0})" =N".

Hence, N” is the set of naturals within V&), Let o= {..., —n,...,—1,0}
be an isomorphic copy of w with the reverse order: —n < —m <= m <
n. Then the set of integers can be defined as the direct sum (= disjoint
union) Z:= @+N. Since the direct sum as well as @ is given by a bounded
formula, we can write within V(®)as follows:

Z =g+ N ' =w" + (@+ N)" = 2Z".

Recall that the set of rationals is defined as the factor set Q:= Z x N/R,
where the coset of (m, n) stands for the rational m/n, and the equivalence
of the pairs (m,n)R(m’,n') means that mn’ = nm/. This definition is
also written as a bounded formula and so within V(B) we have

2 =% xN'R" =7" x N*/R" = (Z x N/R)" = Q".

By analogy we see that the equality 2 = Q" within V(®) may be viewed
as the coincidence of the respective algebraic systems, since the ring and
field axioms are given by bounded formulas. >

4.4.4. For all a C Q and b C Q, the following holds:

(a,b) is a Dedekind cut in Q
< [(a", ") is a Dedekind cut in Q"] = 1.

< The formula ¢(a,b,Q):=(a C QA DB CQA(a=0b) A (=7
stating that a and b comprise a Dedekind cut in Q, is bounded. Indeed,
the formula a C Q is bounded (see 1.1.4) and a = b can be written as

(Vrea)(Vseb)(r<s)AVreQ((Vseb)(r<s—reca)

which is also a bounded formula. Similarly, b = @ is a bounded formula.
So we are done by restricted transfer (cp. 1.4.7). >

4.4.5. If A~ B and #(B") = &(B)" then Z(A") = P (A)".
< Given a mapping 8 : A — B define g8 : P(A) - P(B) as B
C — B(C). If B is a bijection then § is also a bijection. Moreover,
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by restricted transfer, the mappings 8" : A* — B”" and 3" = (B)A :
P(A)> — P(B)" are one-to-one within V(®). By transfer the mapping
Br P(A) — P(B”) is one-to-one too. Clearly, #(A)" is a subset of

P(A"). Tt remains to show that the restriction of §” to Z?(A)" coincides

with 3"
[(Vue 2B w) =5 (w]= N [B@)=58 )]
= N8 (CH =8N = N\ IB(C")=BC)] =1 >

CCA CCA

4.4.6. If B is o-distributive then V(®) |= % C R".

< Assume that B is o-distributive. By 1.9.13(3) £ (w") = L (w)"
and Z(Q") = Z(Q)" by 4.4.5. To demonstrate the desired inclusion we
are to show only that [t € #] = 1 implies [t € R"] = 1. Assume that
[t € #] = 1; i.e., t is a Dedekind cut within V(®), We then see within
V(®) that

(Fae 2(2))[@Fac 2(2) pa,d, 2) At = (a,d),

where ¢ is the same as in 4.4.4. Considering that #(2) = £(Q)" in
view of 4.4.3 and calculating the truth value of the above formula, we

infer
1=\ Ve, a" Q)] At = (a,a)"]
aCQacQ

Choose a partition of unity (b¢) C B and two families (a¢) and (a¢)
in Z(Q) so that

bE < [[Qp(ag dﬁﬂQA)]] A [[t = (a§’ dE)A]]'

It follows that ¢ = mixg be(ag, a¢)”, and be < [p(ag,az, Q")]. If be # 0
then [p(ag, az, Q)] = 1, since p(z1, 22, 3) is a bounded formula and the
truth value [¢(z1, 25, z5)] of a bounded formula may be either 0 or 1 by
the definitions and rules of calculating truth values. By 4.4.4 p(ag, a¢, Q);
ie., (ag,a¢) is a Dedekind cut. Evidently, by < [t = (a¢,a¢)" € R*].
Hence, [t € R"] =1. >

4.4.7. To prove the converse implication in 4.4.6 we use continued
fractions. Put

l:={teR : 0<t<1, tisirrational},
S ={teR: 0<t<l, tis irrational} (within V(®)).
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It is well known that there is a bijection A : I — N™ sending a real ¢
to the sequence A(t) = a : N — N of partial continued fractions of the
continued fraction expansion of t:

1

1
Cb(l) + 7a(2)+ﬁ

Given the two sequences a : N — N and s : N — [, consider the bounded
formula ¢g(a, s,t,N) stating that s(1) = ¢~ and

aln) = [

1 1
s(n)]’ s(n+1) = o) —a(n),

for all n € N, where [] is the integer part of 0 < o € R which is expressed
by the bounded formula 9 (c, [a], N):

[a] eNAJa] <aAn(VneN)(n<a—n<[a)).

The equality A(t) = a means the existence of a sequence s : N — [ such
that ¢o(a, s,t,N). Call the bijection A the continued fraction expansion.
By transfer, the continued fraction expansion X : .# — (Rg)®0 = (N~)N
exists within V(&).

4.4.8. Within V®) | the restriction of X to 1" coincides with ;e
VEB) = (vt e 1M) A(t) = \\(2).

< The desired is true if A(t") = A(¢)" for all ¢ € I. By the definition
of X\ we have to demonstrate the validity within V(®) of the formula:
(3s € V) po(A(t)", s,t*,N*). By the definition of X there is a se-
quence o : N — [ satisfying @o(A(¢),0,t,N). Since ¢ is bounded,
1 = [po(A(¥)",0",t", N*)]. Note that o* : N* — [* C .Z; ie,
[or € & 'NA]] = 1. Summarizing the above, we can write

[3s e M) po(At)", 5, N ] = [po(AE)", 0", 8", NY)] = 1. >

4.4.9. Theorem. Assume that X is a universally complete vector
lattice, B := P(X), and # stands for the reals within V(®). Then the
following are equivalent:

(1) B is o-distributive.
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(2) Z = R within V(®).
(3) Every band preserving linear operator in X is order bounded.

<1 The implication (1) = (2) amounts to 4.4.6. Prove that V(&) |=
Z = R” implies o-distributivity of B.

By hypothesis im(j\) = # = 1" = im(\") within V(®), Hence, A
and \" are bijections, A extends A" by 4.4.8, and their images coincide.
Clearly, the domains coincide in this event too (and, moreover, A= A%).
Therefore, (NM)* = (N*)M", By 1.9.13 (2) B is o-distributive.

The equivalence (2) <= (3) follows from 4.3.7. >

4.5. HAMEL BASES IN BOOLEAN VALUED MODELS

As can be seen from 4.3.9, the important feature of a vector lattice is
the internal dimension of its Boolean valued representation considered as
a vector lattice over R*. It stands to reason to find out what construction
in a vector lattice corresponds to a Hamel basis for within the Boolean
valued representation.

4.5.1. Let X be a vector lattice with a cofinal family of band pro-
jections. We will say that z,y € X are distinct at # € P(X) pro-
vided that 7|z — y| is a weak order unit in 7(X) or, equivalently, if
7(X) C |z —y|*t. Clearly, 2 and y differ at m whenever pz = py implies
mp = 0 for all p € P(X). A subset & of X is said to be locally linearly
independent provided that, for an arbitrary nonzero band projection 7
in X and each collection of the elements eq, ..., e, € & that are pairwise
distinct at m, and each collection of reals A\;,..., A, € R, the condition
m(Aer + -+ A\pey) = 0 implies that Ay, = 0 for all kK :=1,...,n. In
other words, & is locally linearly independent if for all 7 € P(X) every
subset of (&), consisting of nonzero members pairwise distinct at , is
linearly independent.

An inclusion maximal locally linearly independent subset of X is
called a local Hamel basis for X.

4.5.2. Each vector lattice X with a cofinal family of band projections
has a local Hamel basis for X.

< It suffices to apply the Kuratowski—Zorn Lemma to the inclusion
ordered set of all locally linearly independent subsets of X. >

4.5.3. A locally linearly independent set & in X is a local Hamel
basis for X if and only if for every x € X there exists a partition of
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unity (m¢)eez in P(X) such that for every € € E the projection mex is
a finite linear combination of nonzero elements of m¢& pairwise distinct
at w. This representation of m¢x is unique in the band m¢(X).

<1 <=: Assume that & C X is locally linearly independent but fails to
be a Hamel basis. Then we can find z € X such that & U {z} is locally
linearly independent. Therefore, there is no nonzero band projection
7 for which 7z is a linear combination of nonzero elements from 7é&
pairwise distinct at . This contradicts the existence of a partition of
unity with the above mentioned properties.

=: If & is a local Hamel basis for X then & U {z} is not locally
linearly independent for an arbitrary € X. Thus, there exist a nonzero
band projection 7 and ey, ...,e, € & such that either pz = 0 for some
nonzero band projection p < 7, or px = pey, for some k € {1,...,n} and
nonzero band projection p < m, or m(Aox + Are; + -+ + A\pe,) = 0 for
some Ag, A1, ..., A\, € R, while ey, ..., me,, 7T are nonzero and pairwise
distinct at m and not all Ag, A\1,..., A, are equal to zero. In the latter
case the equality Ay = 0 contradicts the local linear independence of &,
so that Ay # 0. In all cases there is a nonzero band projection 7 such that
mx is representable as a linear combination of weq,...,me,. The set of
such band projections 7 is minorizing in P(X), since in above reasoning
we can replace by oz with an arbitrary band projection o € P(X).
The existence of the required partition of unity follows from the fact that
every minorizing subset of a complete Boolean algebra admits a disjoint
refinement (the exhaustion principle). >

4.5.4. The claim of 4.5.3 admits the reformulation: A locally linearly
independent set & in X is a local Hamel basis if and only if for every
x € X there exist a partition of unity (m¢)¢c= in P(X) and a family of
reals (¢ e)eez cce such that

=0 <Z Ag,m’ge)

EEE \ec&

and for every £ € E the set {e € & : ¢ # 0} is finite and consists of
nonzero elements pairwise distinct at m¢. Moreover, the representation
is unique in the sense that if x admits another representation

ooy (Sens)

weN \e€é



216 Chapter 4. Band Preserving Operators

and for every w € Q the set {e € & : », . # 0} is finite and consists of
nonzero elements pairwise distinct at p,,, then for all £ € Z, w € Q, and
e € & the relation m¢p,e # 0 implies A¢ e = 5, e.

4.5.5. Assume that &, 2 € VB, [ 2 is a vector subspace of the
vector space Zr] = 1, [ C Z| =1, and X := Z|. Then [& is
a linearly independent subset of the vector space 2 (over R*)] = 1 if
and only if &) is a locally linearly independent subset of X.

< <=: Put & := & and assume that &’ is locally linearly inde-
pendent. Given a natural n, let the formula ¢(n,7,0) expresses the
following: 7 and o are mappings from (n) := {0,1,...,n — 1} into
R* and & respectively, o(k) # o(l) for different k and ! in (n), and
> ke(ny T(k)o(k)=0. Denote the formula

(V71)(Vo) (ga(n, T,0) = (Vken)r(k) = ())

by ¥ (n). Then the linear independence of & within V(B) amounts to the
equality
1= [(vneN)pm)] = A [vm")]
neN
Hence, we are left with proving that [¢(n”)] = 1 for alln € N. Calculate
the truth values, using the construction of the formula 1 and the rules
of Boolean valued analysis (cp. 1.5.2). The result is as follows:

/\{[[(Vk e n))7(k) =0]: 1o VE; [pn,7,0)] = 1}.

Take some 7,0 € V(B) and n € N such that [o(n",7,0)] = 1. Then [r :
ny*» = R =1 and [o: (n)* — &] = 1. Moreover, [o(k) # o(l) for
distinct k and [ in (n)", and ), T(k)o(k) =0] = 1.

Let t: (n) — R"} and let s : (n) — &” stand for the modified descents
of 7 and o (cp. 1.5.8). Then

1=[(Vk,le m)")(k#1—alk)#o())]
= A [t #£o = N [s(k) # s,
k,le(n) k,le(n)
k£l k#l

and so s(k) and s(!) differ at the identity projection for k and ! distinct.
Furthermore,

[[nz—:lt(k)s(k) = 0]] = [[ > r(k)o(k) = ﬂ =1.

k=0 ke(ny»
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Hence, Y70 t(k)s(k) = 0. Since t(k) € R*| for all k € (n), there is
a partition of unity (bg)¢e= in B and, to each k € (n), there is a numerical
family (/\ka)geg such that

= O—Z Aerx(be)l (k:=0,1,...,n—1).
£es

Inserting these expressions into the equality ZZ;& t(k)s(k) = 0, we ob-
tain

0= ZAékXbé:ﬂ- S beg Z)\gks

k=0 gex cez

Consequently, x(be) Zk e ks(k) = 0 and, since s(k) and s(I) differ at
X (be) for distinct k,1 € (n ) by the definition of local linear independence
we have A¢ , =0 (kz 0,1,...,n—1). Thust(k) =0 (k=0,1,...,n—1),
and so

1= A\ [ty =0l= A [r(k") =0 =[(Vk & (n)") 7(k) = 0],

ke(n) ke(n)

which was required.

=: Assume that [& is an R*-linearly independent set in 2| = 1.
Consider # € P(X), n € N, ¢ : (n) — R, and s : (n) — &’ such
that m # 0, s(k) and s(I) are distinct at w for different k,I € (n),
and sz;é t(k)s(k) = 0. Our goal is now to prove that ¢(k) = 0
(k:=0,...,n—1).

Let 7,0 € V(B) be the modified ascents of ¢ and s (cp. 1.6.8). Then,
within V(®) we have 7 : (n)* = R", 0 : (n)" — &, and

<(Vk,l em)(k#l—sak) o)A Y Tk )o(k") = 0>

ke(n)®
= (Vk e (") (k) = 0.

Calculating the truth value of the latter formula, we obtain

e A B9 #5000 | X2 950 = 0] < ARG

k,le(n) k=0
k£l
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According to the initial properties of 7, s, and ¢, by 2.2.4 (G) we have
7w < x(b) implying that #t(k)" = 0 for all k£ € (n) again by 2.2.4(G).
Since w # 0; therefore, t(k) =0 for all k:=0,...,n — 1. >

4.5.6. Let & be a locally linearly independent subset of X and & :=
&ot. Then [ & is R*-linearly independent in 2] = 1. In particular,
mix(&p) Is locally linearly independent.

< By 4.5.5 it suffices to show that &5 := mix(&y) = &} = &1l
is locally linearly independent. Take some nonzero band projection m
in X, elements eq,...,e, € & that differ at 7, and reals Aq,..., A, € R
satisfying m(A1e1 + - -+ + Ane,) = 0. There are a partition of unity (be)
in B and families (g¢x) C 6o such that ex = 0-3 7 x(be)gex. Clearly,
p := mx(by) # 0 for some index 7. The elements g, 1,...,gyn differ
pairwise at p and p(A1gy,1+- -+ Angnn) = 0. Since & is locally linearly
independent, A\y =--- =\, =0. >

4.5.7. Theorem. Assume that &, 2 ¢ VB [&c 2 |=1,[Z is

a vector subspace of Zr] = 1, and X :=2"]. Then [ & is a Hamel basis
for the vector space £ (over R")] = 1 if and only if &/ is a local Hamel
basis for X.

< This is immediate from 4.5.5 and 4.5.6. >

4.6. LocALLY ONE-DIMENSIONAL VECTOR LATTICES

In this section we examine locally one-dimensional vector lattices and
show that a universally complete vector lattice is locally one-dimensional
if and only if all band preserving operators in it are automatically order
bounded.

4.6.1. A vector lattice X is said to be locally one-dimensional if for
every two nondisjoint x1, 2 € X there exist nonzero components u; and
ug of x1 and x4 respectively such that u; and us are proportional.

Every atomic vector lattice is evidently locally one-dimensional, but
the converse is not true. Below in 4.7.7-4.7.10 we will demonstrate
that there exists a purely nonatomic locally one-dimensional universally
complete vector lattice.

An element x € X is locally constant with respect to u € X if there
exist a numerical family (A¢)ecz and partition (m¢)ee= of [z] in P(X)
such that mex = A¢meu for all £ € Z. In this event © = 0—2565 AT,
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4.6.2. Let X be a vector lattice with a cofinal family of band pro-
jections, let X* be a lateral completion of X, and let 2 € V(® be
a Boolean valued representation of X with B := P(X). The following
are equivalent:

(1) X is locally one-dimensional.
(2) V®) = “2 is a one-dimensional vector lattice over R*.”
(3) There is a singleton local Hamel basis for X*.

(4) Every pair of locally independent members in X is disjoint.

<1 We can assume without loss of generality that X ¢ X* = 2°| and
X # {0}.

(1) = (2): Given z,y € X, put by := [|z| A ly| # 0] and X, :=
{|z| Aly|}*++. Since X has a cofinal family of projection bands, it follows
from (1) that there exists a partition (X¢)eez in B(X) of X such that
[X¢]z = ae[Xe]y with some 0 # o € R for all € € E. Put be:= x ([ X¢])
and g := mixeez beap and observe that by = ez be, be < [z = afy]
(£ €E), and [ap € I]?Ai = 1. From this we deduce

be < [z = agy] Ao = ag] Afao € RY]
<[z =aoy] Aao € R < [Ba € RY)z = ay]

= [z and y are proportional].

Thus, we have proved that by < [z and y are proportional] or, what
is the same, [|z| A |y| # 0] = [z and y are proportional] = 1 for all
z,y € X. A simple calculation completes the proof:

[Z is a one-dimensional vector lattice over R"]
=[Vee Z)NVy e Z)|x| Aly| # 0 — x and y are proportional]

/\ [lz| A ly| # 0] = [z and y are proportional] = 1.
z,yeX

(2) = (3): Working within V(®) choose a nonzero e € 2" so that
Z ~R"e. Then e € X and {e} is a local Hamel basis for X* by 4.5.6,
since [{e} is a Hamel basis for 2°] = 1.

(3) = (4): Let {e} be a singleton local Hamel basis for X* and
consider a pair of locally independent members z,y € X. It follows that
there exist a partition of unity (m¢)¢ez in P(X?) and numerical families
(ag)eez and (B¢)ecz such that mex = agmee and mey = femee for all
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¢ € 2. If v and y are not disjoint then there exists € Z with a3, # 0.
Choose nonzero band projection m € P(X) with = < m,. Then nz and
7y are proportional; a contradiction.

(4) = (1): Take a pair of nondisjoint elements z1,z2 € X. By
(4) the set {z1,z2} is locally linearly dependent. Thus, there exists
a nonzero band projection m € P(X) such that {wx;, 722} is a linearly
dependent pair of distinct elements. It follows that uy:= wz; and ug:=
mxy are proportional components of z1 and zo. >

4.6.3. For each laterally complete vector lattice X with a weak order
unit 1 the following are equivalent:

(1) X is locally one-dimensional.
(2) All elements of X | are locally constant with respect to 1.

(3) All elements of X are locally constant with respect to an arbi-
trary weak order unit e € X.

(4) {1} is a local Hamel basis for X.

(5) Every local Hamel basis for X consists of pairwise disjoint mem-
bers.

< The equivalence (1) <= (4) and the implication (1) = (5) are
immediate from 4.6.2. Obviously, (3) = (2). To prove the converse,
note that, given z € X, we can choose a partition of unity (m¢)ecz in
P(X) such that for each £ € Z both m¢x and m¢e are multiples of 7¢1.
So, mex is a multiple of mee and (2) = (3). A similar argument shows
that {1} is a local Hamel basis if and only if so is {e} for every order
unit e € X. Thus, if (5) holds and & is a local Hamel basis for X then
e := sup & exists and {e} is a local Hamel basis for X. It follows that
(5) = (4). Clearly, (4) = (2) by 4.5.3. To complete the proof, we
have to show (2) = (5). If (5) fails then we can choose a nonzero band
projection 7 and a local Hamel basis containing two members e; and es
such that both 7me; and mes are nonzero multiples of 7w1. Consequently,
m(A1e1+Azea) = 0 for some A1, A2 € R and we arrive at the contradictory
conclusion that {ej, es} is not locally linearly independent. >

4.6.4. Theorem. Let X be a universally complete vector lattice.
Then the following are equivalent:

(1) X is locally one-dimensional.

(2) Every band preserving operator on X is order bounded.
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<1 By the Gordon Theorem we can assume that X = %| with
# € V® and B ~ P(X). Thus, the problem reduces to existence
of a discontinuous solution to the Cauchy functional equation in 4.2.1.
From 4.3.5 we see that 4.6.4 (i) <= 4.2.8 (i) (¢ = 1,2) if in 4.2.8 replace
R by Z and P by R*. Thus the claim follows from 4.2.8 by transfer. >

4.6.5. It is worth comparing the above proof of 4.6.4 with the stan-
dard proof that does not involve Boolean valued representation.

< (1) = (2): Recall that a linear operator T' : X — X is band
preserving if and only if 77 = Tw for every band projection 7 in X
(cp. 4.1.1(4)). Assume that T is band preserving and put p := T'1.
Since an arbitrary e € X can be expressed as e = supgcz A¢mell, we
deduce

meTe = T(mee) = T(Aemel) = AemeT (1) = me(e)T(1) = meep,

whence Te = pe. It follows that T is a multiplication operator in X
which is obviously order bounded.

(2) = (1): Assume that (1) is false. According to 4.6.4(4) there
is a local Hamel basis & for X containing two members e; and es that
are not disjoint. Then the band projection = := [e1] A [e2] is nonzero.
(Here and below [e] is the band projection onto {e}*+.) For an arbitrary
x € X there exists a partition of unity (m¢)ecz such that ez is a finite
linear combination of elements of &. Assume the elements of & have
been labelled so that m¢x = Aimee; + Aomeea + --- . Define T'x to be
the unique element in X with m;Tx := A\7wmeea. It is easy to check that
T is a well defined linear operator from X into itself.

Take z,y € X with L y and let (m¢)¢c= be a partition of unity such
that both 7z and 7y are finite linear combinations of elements from
&. Refining the partition of unity if need be, we can also require that at
least one of the elements m¢x and m¢y equals zero for all £ € =. If mey # 0
then ¢z = 0, and so the corresponding A;e; is equal to zero. If mmg # 0
then A\ = 0, and in any case m¢Tx = 0. It follows that Tz L y and T is
band preserving. If T' were order bounded then T' would be presentable
as Tz = az (x € X) for some a € X (cp. 4.1.6(4)). In particular,
Tey = aey and, since T'e; = 0 by definition, we have 0 = [es]|a| = 7|al.
Thus me; = T'(me1) = ame; = 0, contradicting the definition of 7. >

4.6.6. Let P is a proper subfield of R. There exists an P-linear

subspace Z" in R such that & and R are isomorphic vector spaces over
P but they are not isomorphic as ordered vector spaces over [P.
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<1 Recall that the real field R has no proper subfield of which it is
a finite extension; see, for example, Coppel [96, Lemma 17]. It follows
that R is an infinite dimensional vector space over the field P. Let & be
a Hamel basis of a P-vector space R. Since & is infinite, we can choose a
proper subset &y & & of the same cardinality: |&p| = |£]. If 2~ denotes
the P-subspace of R generated by &y, then Zp & R and 2 and R are
isomorphic as vector spaces over P. If 2 and R were isomorphic as
ordered vector spaces over P, then 2" would be order complete and, as
a consequence, we would have 2 = R; a contradiction. >

4.6.7. Theorem. Let X be a nonlocally one-dimensional universally
complete vector lattice. Then there exist a vector sublattice Xqg C X
and a band preserving linear bijection T : Xq — X such that T~! is also
band preserving but Xo and X are not lattice isomorphic.

< We can assume without loss of generality that X = %] and [# #
R*] = 1. By 4.6.6 there exist an R"-linear subspace 2" in # and R"-
linear isomorphism 7 from 2" onto %, while 2" and & are not isomorphic
as ordered vector spaces over R*. Put Xo:= 2|, T:= 7} and S:= 77 1|.
The mappings S and T and are band preserving and linear by 4.3.4.
Moreover, S = (1})~! = T~! by 1.5.5(2). It remains to observe that X,
and X are lattice isomorphic if and only if 2" and % are isomorphic as
ordered vector spaces. >

4.6.8. Let v be a cardinal. A vector lattice X is said to be Hamel
~v-homogeneous whenever there exists a local Hamel basis of cardinality
v in X consisting of weak order units pairwise distinct at Ix. (Two
elements z,y € X are distinct at Ix if | — y| is a weak order unit
in X; see 4.5.1.) For m € P(X) denote by () the least cardinal ~y
for which 7.X is Hamel y-homogeneous. Say that X is strictly Hamel
~v-homogeneous whenever X is Hamel y-homogeneous and () = ~ for
all nonzero m € P(X).

4.6.9. Theorem. Let X be a universally complete vector lattice.
There is a band X, in X such that X5 is locally one-dimensional and
there exists a partition of unity (my)~er in P(Xo) withI' a set of infinite
cardinals such that m, Xy is strictly Hamel y-homogeneous for all v € I'.

< Assume that X = | with B = P(X). Put by:= [# # R"] and
Xo:= (bo A #){; see 2.3.6. Then b} = [#Z = R"] and Xg- = (b A %),
so that the band Xj is locally one-dimensional by 4.6.2(1,2). Next
we can assume by passing to the model V(%D that by = 1 and
Xo = X. Thus by 1.3.7 we have [# # R*] = 1 and therefore
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[% is an infinite dimensional vector space over R"] = 1; i.e., the alge-
braic dimension of # is an infinite cardinal, say c, within V(®), By
1.9.11 there exists a set I' of infinite cardinals and a partition of
unity (by)yer such that b, < [a = "] for all v € T. It follows
that by < [y” is the algebraic dimension dimgn (%) of #Z over R"]. Put
7y := x(by). Again, passing to the model V([®:0+]) and making use of 1.3.7
and 2.3.6, we find that b, X = (b, AZ)] and [dimgs (by AZ) =] =1,
so that we can assume X = 7, X and [dimgs (%) =~"] = 1.

Let & be a Hamel basis for #Z over R" and let o : v» — & be
a bijection within V(®). Then the modified descent s:= o] : v — &/ is
an injection. Put & := o](v) and by s:= o]|,. Clearly, s : v — & is
a bijection and it remains to ensure that &y is a local Hamel basis in X
consisting of weak order units pairwise distinct at Ix.

Since no Hamel basis contains the zero element, we have

=[vBer)eB) #0] = ANlo(B) #0°]= A\ [s(3)
Bey Bey
It follows that ey(g) = [s(8) # 0] = 1 and so s(3) is a weak order unit

for all B < ~. Similarly, interpreting in V(B) the fact that o is one-to-one
and using the equivalence

B # B2 <= [B1 # B3] =1,
we deduce

1 =[(V 1,82 €7")(Br # B2 <> 0(B1) # 0(B2))]
N 181 # B5] < [o0(Br) # o(B5)]

B1,B82€v
= A {lIs(B1) = 5(B2)] # 0] = B, B2 € 7,51 # B2}

Thus, |s(81) — s(B2)| is a weak order unit in X, since e|s(3,)—s(8.)| =
[Is(B1) — s(B2)| # O] =1 for all B1, B2 € v, B1 # Po.

Thus, 7,Xo is Hamel y-homogeneous. To complete the proof we
have to ensure that m,X is strictly Hamel y-homogeneous. This is
immediate from the following: m, Xy is strictly y-homogeneous if and
only if b, < [dim(Z") = +"]. The latter can be proved as in [228,
Theorem 8.3.11]. >
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4.7. 0-DISTRIBUTIVE BOOLEAN ALGEBRAS

In this section we demonstrate that a universally complete vector
lattice is locally one-dimensional if and only if the Boolean algebra of its
band projections is o-distributive; moreover, such vector lattice may be
chosen purely nonatomic.

4.7.1. Let B be an arbitrary Boolean algebra. A subset of B with
supremum unit is called a cover of B. The partitions of unity in B
are referred to as partitions of B for brevity. Let C' be a cover of B.
A subset Cy of B is said to be refined from C if, for each ¢y € Cy,
there exists ¢ € C such that ¢g < ¢. An element b € B is refined
from C provided that {b} is refined from C; i.e., b < ¢ for some ¢ € C.
If (Cp)new is a sequence of covers of B and b € B is refined from each
of the covers C,, (n € N), then we say that b is refined from (Cp)nen.
We also refer to a cover whose all elements are refined from (Cp,)nen as
refined from the sequence.

4.7.2. Let B be a o-complete Boolean algebra. The following are
equivalent:

(1) B is o-distributive.

(2) There is a (possibly, uncountable) cover refined from each se-

quence of countable covers of B.

(3) There is a (possibly, infinite) cover refined from each sequence of
finite covers of B.

(4) There is a cover refined from each sequence of two-element par-
titions of B.

< A proof of (1) <= (2) can be found in Sikorski [365, 19.3]).
Item (4) is a paraphrase of 1.9.12 (3) in the definition of o-distributivity.
The implications (2) = (3) = (4) are obvious. >

4.7.3. Let B be a complete Boolean algebra. The following are equiv-
alent:

(1) B is o-distributive.

(2) There is a (possibly, uncountable) partition refined from each
sequence of countable partitions of B.

(3) There is a (possibly, infinite) partition refined from each sequence
of finite partitions of B.
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(4) There is a partition refined from each sequence of two-element
partitions of B.

<1 The claim follows from 4.7.2 in view of the exhaustion principle. >

4.7.4. Let @ stand for the Stone space of B and denote by Clop(Q)
the Boolean algebra of all clopen sets in ). We say that a function
g € Co(Q) is refined from a cover C of the Boolean algebra Clop(Q) if,
for every two points ¢/, ¢ € Q satisfying the equality g(q') = g(¢"’), there
exists an element U € C such that ¢, ¢” € U. If (Cy,)nen is a sequence of
covers of Clop(Q) and a function g is refined from each of the covers C,,
(n € N), then we say that g is refined from (Cp)nen-

4.7.5. There is a function of C(Q) refined from each sequence of
finite covers of Clop(Q).

< Let (Cp)nenw be a sequence of finite covers of Clop(Q). By
induction, it is easy to construct a sequence of partitions P, =
{U, U3, ..., U} of Clop(Q) with the following properties:

(1) for every n € N, there is m € N such that the partition P,, is
refined from Cp;

(2) U = Ut v U for allm € N and j € {1,2,...,2m}.

Given m € N, define the 2-valued function x,, € C(Q) as follows:

2m,—1

X = S XU,

i=1

where x(U) is the characteristic function of U C @Q also denoted by 1y
in the sequel. Since the series Z;’;’:l 3%“ Xm 1s uniformly convergent, its
sum g belongs to C(Q). We will show that g is refined from (C),)nen-
By property (1) of the sequence (P,,)men, it suffices to establish that g
is refined from (Py;)men-

Assume the contrary and consider the least m € N such that g is
not refined from P,,. In this case, there are two points ¢’,q” € Q
satisfying the equality g(q¢’) = ¢(¢”) and belonging to distinct ele-
ments of P,,. Since g is refined from P, _; (for m > 1), from prop-
erty (2) of the sequence (Pp,)men it follows that ¢’ and ¢” belong to
some adjacent elements of P, i.e. elements of the form U™ and U],
with 7 € {1,...,2™ — 1}. For definiteness, suppose that ¢’ belongs
to an element with an even index and ¢”, to that with an odd in-
dex; i.e., xm(q) = 1 and x;m(¢”) = 0. Since xi(¢') = xi(¢") for all
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i €{1,...,m — 1}; therefore,

oo

1 1
AN Mmoo - N AN
9(@) = 9(d") = 5o+ >0 5 (ald) = xild")
i=m-+1
1 — 1 1
> — = = >0,
3m i:;l?ﬂ 2.3m

which contradicts the equality g(¢') = g(¢""). >

4.7.6. Theorem. A universally complete vector lattice X is locally
one-dimensional if and only if the complete Boolean algebra P(X) is
o-distributive.

< Let @ be the Stone space of the Boolean algebra P(X). Sup-
pose that X is locally one-dimensional and consider an arbitrary se-
quence (P,;)nen of finite partitions of Clop(Q). By 4.7.3, to prove the o-
distributivity of X, it suffices to refine a cover of Clop(Q) from (P,,)nen-
By 4.7.5, we can refine g € C(Q) from the sequence (Pp)pen. Since X
is locally one-dimensional, there exists a partition (Ug)¢cz of Clop(Q)
such that g is constant on each of the sets Us. Show that (Ug)eez is
refined from (P, ),en. To this end, fix arbitrary indices £ € Z and n € N
and establish that Uy is refined from P,. We may assume that Us # @.
Let go be an element of U;. Finiteness of P, allows us to find an ele-
ment U of P, such that ¢o € U. It remains to observe that Us C U.
Indeed, if ¢ € Ue then g(q) = g(go) and, since g is refined from P,,
the points ¢ and gy belong to the same element of P,; i.e., g € U.

Assume now that the Boolean algebra P(X) is o-distributive and
consider an arbitrary g € C(Q). By the definition of locally one-
dimensional vector lattice, it suffices to construct a partition (Ug)ee=
of Clop(Q) such that g is constant on each of the sets Us. Given
a natural n and integer m, denote by U]} the interior of the closure
of the set of all points ¢ € @ for which ' < g(q) < mT“ and put
P, := {Uﬁl im € Z}. By 4.7.3, from the sequence (P,,),en of countable
partitions of Clop(Q), we can refine some partition (Ug)ecz. Clearly,
this is a desired partition. >

4.7.7. Theorem. There exists a purely nonatomic o-distributive
complete Boolean algebra. There exists a purely nonatomic locally one-
dimensional universally complete vector lattice.

<1 According to 4.7.6 we have only to prove the existence of a purely
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nonatomic o-distributive complete Boolean algebra. An algebra of this
kind is constructed below in 4.7.9 and 4.7.10. >

4.7.8. A Boolean algebra B is o-inductive provided that each de-
creasing sequence of nonzero elements of B has a nonzero lower bound.
A subalgebra By of B is dense if, for every nonzero b € B, there exists
a nonzero element by € By such that by < b.

As is well known, to every Boolean algebra B there is a complete
Boolean algebra B including B as a dense subalgebra (cp. Sikorski [365,
Section 35]). This B is unique up to isomorphism and called a com-
pletion of B. Obviously, a completion of a purely nonatomic Boolean
algebra is purely nonatomic. Moreover, the following lemma tells us
that a completion of a o-inductive algebra is o-distributive.

4.7.9. If a o-complete Boolean algebra B has a o-inductive dense
subalgebra then B is o-distributive.

<1 Let By be a o-inductive dense subalgebra of B. Consider an arbi-
trary sequence (Cy)nen of countable covers of B, denote by C' the set of
all elements in B that are refined from (C,,)nen, and assume by way of
contradiction that C is not a cover of B. Then there is a nonzero element
b € B disjoint from all elements of C.

By induction, we construct the sequences (by)nen and (cn)nen as
follows: Let c¢; be an element of C; such that b A ¢; # 0. Since By is
dense, there is an element b; € By such that 0 < b; < b A c¢y. Suppose
that b,, and ¢, are already constructed. Let ¢, 1 be an element of C), 11
such that b, A cp41 # 0. As b, 1 we take an arbitrary element of By
such that 0 < bp41 < by Acpyr-

Thus, we have constructed sequences (by,)nen and (¢ )nen such that
b, € By, b, < ¢, € Cp, and 0 < b1 < b, < b for all n € N. Since By
is o-inductive, By contains a nonzero element by that satisfies by < b,
for all n € N. By the inequalities by < ¢,, we see that by is refined
from (Cy)nen; i-e., bp belongs to C. On the other hand, by < b, which
contradicts the disjointness of b from all elements of C. >

4.7.10. Let B be the quotient Boolean algebra &(N)/.# where .9
is the ideal of &?(N) comprising all finite subsets of N. Then the com-
pletion B of B is purely nonatomic and o-inductive.

< In view of 4.7.9 we have to prove that B is o-distributive. The pure
nonatomicity of B is obvious. In order to prove that B is o-inductive,
it suffices to consider an arbitrary decreasing sequence (by,)nen of in-
finite subsets of N and construct an infinite subset b C N such that
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the difference b\b,, is finite for each n € N. We can easily obtain the de-
sired set b := {m,, : n € N} by induction, letting m; := minb; and
Mpt1 = min{m € b1 : m > my,}. >

4.7.11. Let (2,3, u) be a Maharam measure space. The Boolean al-
gebra B := B(Q, 3, u):= X/u"1(0) of measurable sets modulo negligible
sets is o-distributive if and only if B is atomic (and so isomorphic to the
boolean #(A) of a nonempty set A).

<l Indeed, suppose that B is not atomic. By choosing a nonzero
atomless coset by € B of finite measure, taking an instance By € by, and
replacing (9, X, u) with (Bo, Xo, pt|x, ), where X9 = {BN By : B € ¥},
we can assume that p is finite and B is atomless. Define a strictly
positive countably additive function v : B — R by v(b) = u(B), where
b € B is the coset of B € ¥.. Since every finite atomless measure admits
halving, by induction it is easy to construct a sequence of finite partitions
P, = {0 . b0} of 1 € B with 1 = b v B3, v(b}) = v(bd),
and 07" = bg’;fll \Y bg}“, V(b;’;fll) = z/(bg;ﬂ), for all m € N and j €
{1,2,...,2™}. Since v(b7') — 0 as m — oo for each j, there is no
partition refined from (P, )men. It remains to refer to 4.7.3 (1, 3). >

4.8. BAND PRESERVING PROJECTIONS

In this section we describe the band preserving projection operators
on a Dedekind complete vector lattice. First we expatiate on the concept
of component (see 2.1.8).

4.8.1. Let X be a vector lattice and v € X. An element v € X
is said to be a component or fragment of u if |v| A |lu —v| = 0. The
collection of all components of u is denoted by C(w). This notation
agrees with that in 2.1.8, since C(u) C X whenever u > 0. A subset
Xo C X is called componentwise closed in X if C(u) is contained in
Xo for each u € Xy. If X has the principal projection property then
C(u) = {mu : m € P(X)}. Thus, in this event, X is componentwise
closed in X if and all if X is invariant under each band projection, i.e.,
if m(Xo) C Xp for all m € P(X).

Let X be a vector lattice with the principal projection property.
A projection P on X is band preserving if and only if ker(P) and im(P)
are componentwise closed sublattices of X .
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< By 4.1.6 P is band preserving precisely when ker(P) and im(P)
are invariant under all band projections. But the latter is equivalent
to saying that ker(P) and im(P) are componentwise closed. Thus, the
claim is true if the componentwise closed sublattices are replaced by
componentwise closed subspaces. To complete the proof observe that if
a vector lattice has the projection property then for all z,y € X the
representations x Vy = mx + (Ix —m)y and 2 Ay = 7y + (Ix — m)x
hold with 7:= sup{p € P(X) : px > py}. Thus, every pair of elements
z,y € X lies in a subspace together with = V y and z A y, as the latter
are the sums of components of x and y. >

4.8.2. Let P be a band preserving linear operator on a vector lat-
tice X. Assume that X = 2| for a vector subspace 2 of %r and
p = P. Then P is a projection if and only if so is p within V(®),

<1 Observe that (P o P)* = P* o P*. Indeed, given a family (z¢)
in X and a partition of unity (m¢) in P(X?) with mez = mexe for all &,
we have m¢P z = m¢Px¢ by definition of P*. Considering that P*
commutes with all band projections in X*, we can write

me(P? o PY)z = P P*z) = P (¢ Pre)
= m¢PX(Pag) = me(P o P)xg,

so that the required relation follows from the definition of P*.

It remains to note that the relations P*o P* = P* and [pop = p] = 1
are equivalent, since P* = pJ, P* o P* = (pop)l, and [(P* o Pt =
pop] =1 according to 1.6.4, 1.5.5(1), and 1.6.6. >

4.8.3. Let X be a laterally complete vector lattice, and let 2 € V(B)
be the Boolean valued representation of X with B := P(X). Assume
that Vec(.2") stands for the collection of all 2 € VB) such that [ 2} is
a vector subspace of 2" (over R*)] = 1 and Lat(X) stands for the set
of vector sublattices of X which are componentwise closed and laterally
complete. Then the mapping 2o — Zol is a one-to-one correspondence
from Vec(Z")] onto Lat(X).

< This is immediate from 2.5.3 and 1.6.6. >

4.8.4. Let P be a subfield of R and let Z  be a subspace of Rp. The
following are equivalent:

(1) 2 =Pe for some 0 # e € Z'; ie., Z is one-dimensional.
(2) There are no P-subspaces in 2~ other than {0} and 2.
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(3) There are no P-linear projection on 2" other then 0 and Iy .
(4) All P-linear projections on % commute.

(5) The composite of two P-linear projections on 2 is a P-linear
projection as well.

< The implications (1) = (2) = (3) = (4) = (5) are trivial.
To ensure the remaining implication (5) = (1), assume that 2 is
not one-dimensional; i.e., a Hamel basis & for 2~ contains at least two
members ej, es € &. Define the two projections p and ¢ in 2~ by putting
ple1) = p(e2) = (e1 + €2)/2, g(e1) = e1, g(e2) = 0, and p(e) = g(e) =0
for all e € &\ {e1,ea}. Then p and ¢ do not commute, since p(g(e1)) =
(e1 + e2)/2 and g(p(e1)) = e1/2. >

4.8.5. Theorem. For a laterally complete vector lattice X the fol-
lowing are equivalent:

(1) X is locally one-dimensional.

(2) Each laterally complete componentwise closed sublattice in X is
a band.

(3) Each band preserving projection on X is a band projection.
(4) All band preserving projections on X commute.

(5) The composite of two band preserving projections on X is a pro-
Jjection.

<1 There is no loss of generality in assuming that X = 2°] with 2
a subspace of Zg within V) B := P(X). By transfer we can apply
4.8.4 within V(® on replacing P by R* and R by Z. The rest follows
from 4.6.2 (1,2), 4.8.2, and 4.8.3. >

4.8.6. Corollary. Let X be a universally complete vector lattice
which is not locally one-dimensional. Then there exists a projection
operator P on X such that P commutes with all band projections but,
nevertheless, P is not a band projection.

< This follows from the equivalence (1) <= (2) in 4.8.5, since P is
band preserving if and only if P commutes with all band projections;
see 4.1.6. >

4.8.7. Let X be a vector lattice with the principal projection property
and let T : X — X be a band preserving operator. For a disjoint family
(ye)eez in (im(T'))4 there exists a disjoint family (x¢)ecz in X4 such
that y¢ = Tz for all £ € =.
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< Observe that if Tu > 0 for some u € X then Tu~™ = 0. Indeed,
a band preserving operator is disjointness preserving, so that Tu™ L
Tu~ and so Tut™ — Tu™ = Tu > 0 implies Tu~ = 0. Now, given
a disjoint family (ye)eez in (im(T))4, for every & € E choose ue € X
with y¢ = Tue and put z¢ := ﬂgugr with m:= [ye]. Then (z¢)eez is
a disjoint family in X, and, by 4.1.6, y¢ = mPu¢ = Pﬂgug = Px¢ for
alé e =Z. >

4.8.8. Let X be a laterally complete vector lattice. A subspace
Xo of X is the range of a band preserving projection operator if and
only if Xy is componentwise closed and laterally complete sublattice.
Moreover, in this event there exists a componentwise closed and laterally
complete sublattice X1 C X such that X = Xo ® X;.

< If Xy is a componentwise closed and laterally complete sublattice
of X then, in view of 4.8.3, Xo = Z0J for some vector subspace Zy C Z~
within V(). Working within V(®) choose some complementary subspace
271 C Z and let p be a projection on 2" with im(p) = 2 and ker(p) =
Z1. By 4.8.2 P := p| is a band preserving projection and im(P) =
im(p)] = Zo) = Xo.

Conversely, assume that Xy = P(X) for some band preserving pro-
jection P on X. By 4.8.1 X is componentwise closed. To show that
Xo is laterally complete take a disjoint family (ye)ec= in (Xo)4+ and,
using 4.8.7, choose a disjoin family (z¢)ecz in X4 such that ye = Pxe
for all £ € E. As X is laterally complete, there exists x:= supgcz ¢.
Clearly, y = Pz is the least upper bound of the family (ye¢)¢ez, since
ey = Pmex = Pmexe = ye for all £ € 2.

It remains to observe that X = Xy & X1, whenever X;:= 23] and
27 is an (arbitrary) complementary subspace of 2~ within V(). >

4.8.9. Let X be a Dedekind complete vector lattice. The following
are equivalent:

(1) Each principal band in X is universally complete.

(2) For each x € X, for each disjoint sequence (x,) in C(z), and
for each sequence (\,) in Ry there exists in X the element

o0 m
Z AnT, = SUp Z AT
n=1

meEN n—1

<1 Only the implication (2) <= (1) is nontrivial. Assume that (2) is
fulfilled and verify that for an arbitrary e € X the band B:= {e}* is
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universally complete. Take 0 < z € BY and let (e%)aer stands for the
spectral system of x with respect to e (considered as a unit element in
BY). Fix a partition of the real line 8:= (t,)nez; i-€., t, < tntr1 (n € N)
and lim,, 4 o ¢, = Foo. Observe that z(5) < < T(H) where

z(B):= tulef, ., —€f), z(B)= ) tnir(ef,,, —ef).

nez ne”z

By (2) we have z(03),Z(8) € X N B* = B and hence B C B. >

A Dedekind complete vector lattice X satisfying any of the equivalent
conditions in 4.8.9 is called principally universally complete.

4.8.10. A projection P on a principally universally complete vector
lattice X is band preserving if and only the following hold:

(1) ker(P) and im(P) are componentwise closed.

(2) For every principal band B in X the intersections B Nker(P) and
B nNim(P) are laterally complete.

< According to 4.8.8 the above conditions (1) and (2) are equiva-
lent to saying that the restriction of P to every principal band is band
preserving. In particular, Pz € {z}** for all z € X. From this it is
immediate that P(B) C B for every band B € B(X), because z € B
implies Pz € {z}*+ C B. >

4.8.11. Theorem. Let X be a Dedekind complete vector lattice and
let P be a band preserving projection operator on X. Then there exists

a unique pair of complimentary bands X, and X5 such that the following
hold:

(1) X, is the maximal band such that the restriction of P to X; is
order bounded and, in particular, P|x, is a band projection.

(2) X3 principally universally complete and the restriction P|x, is
described as in 4.8.10.

< Take X = Y in 4.3.10 and put X; := B and X, := Bt. In
view of 4.8.10 we have only to prove that X5 is principally universally
complete. Take 0 < z € X5, a disjoint sequence (z,,) of components of
x, and a sequence (\,,) of positive scalars. According to 4.3.10 for each
n € N we can find y,, € X such that 0 < y, < z, and |Py,| = nh\,xn.
Obviously, >, (1/n)y, < (1/m)z for all k < m € N, and so the series
>0 1 (1/n)y, converges uniformly to some y € Y. Since the terms of
the series are pairwise disjoint, we have |Py| > |P((1/n)yn)| = Anzy, for



4.9. Algebraic Band Preserving Operators 233

all n € N, whence > "7 | A\, @, exists in X. Appealing to 4.8.9 completes
the proof. >

4.9. ALGEBRAIC BAND PRESERVING OPERATORS

In this section a description of algebraic orthomorphisms on a vector
lattice is given and the Wickstead problem for algebraic operators is
examined.

4.9.1. Let P[z] be a ring of polynomials in variable z over a field P.
An operator T on a vector space X over a field P is said to be algebraic
if there exists a nonzero ¢ € P[z], a polynomials with coefficients in P,
for which ¢(T") = 0.

For an algebraic operator T' there exists a unique polynomial @
such that o7 (T) = 0, the leading coefficient of @1 equals to 1, and
o7 divides each polynomial ¢ with ¢(T) = 0. The polynomial ¢ is
called the minimal polynomial of T. The simple examples of algebraic
operators yield a projection P (an idempotent operator, P? = P) in X
with pp(\) = A2 — X\ whenever P # 0, Ix, and a nilpotent operator S
(S™ = 0 for some m € N) in X with pg(\) = A\F, k < m.

For an operator T on X, the set of all eigenvalues of T will be denoted
throughout by o,(T). A real X is a root of ¢ if and only if A € o, (T).
In particular, o,(T’) is finite.

4.9.2. Let X be a vector lattice and b — a® > 0 for some a,b € R.
Then T? + 2aT + bl is a weak order unit in Orth(X) for every T €
Orth(X).

< Since I := Ix is a weak order unit in Orth(X), so is (b — a?)I.
Moreover, in Orth(X) the inequalities hold:

0<(b—a®)I < (b—a®)I+ (T +al)® =T+ 2aT + bl.

Consequently, T2 + 2aT + bl is a weak order unit in Orth(X) as well. >
4.9.3. Let X be a vector lattice and let T in Orth(X) be algebraic.

Then
er(@)= [[ @-N.
A€o, (T)

<1 We claim that there are no quadratic polynomials in the fac-
torization of T into irreducible elements in R[X]. Otherwise, there
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would exist a,b € R with b — a?> > 0 and a nonzero polynomial

¢ € R[X] such that pr(z) = (22 + 2az + b)y(x). This would entail
that (T2 + 2aT + bI)y(T) = or(T) = 0. But (T) € Orth(X) and so
Y(T) = 0 by 4.9.2, which contradicts the minimality of ¢7. Accordingly,

pr(@)= [[ @-2m

Aeop(T)

for some ny € N (A € 0,(T)). Choose n a common multiple of the
collection {ny : A € o,(T)}. Obviously, ¢r divides the polynomial
(HAE%(T)(:L’—)\))H and therefore (HAEUP(T)(T—AI))H = 0in Orth(X).
Since the f-algebra Orth(X) is semiprime by 4.1.3, we find H/\eap(T) (T-
AI) = 0, whence the desired identity follows. >

4.9.4. Consider the universally complete vector lattice X = Z|.
Let T be a band preserving linear operator on X and let T be an R"-
linear function on %. For ¢ € R[z], ¢(z) = ag + a1z + - - - + ana™ define
¢ € R[z] by ¢(x) = af + ajz +---+alz™" . Then

() =p(rd), (M) = &(T1).

< It follows from 1.5.5 (1) and 1.6.4 that (7" )| = (7)™ and (T")1 =
(TT)™". It remains to apply 4.3.5. >

4.9.5. A linear operator T on a vector lattice X is said to be diagonal
if T = APy +---+ N\, Py, for some collections of reals Aq,..., A, and
projection operators Pi,...,Pp, on X with P,oP, =0 (¢ # 7). In
the equality above, we can and will assume that P +---+ P, = Iy
and that Aqi,..., )\, are pairwise different. An algebraic operator T
is diagonal if and only if the minimal polynomial of T" have the form
or(z) = (x — A1) -+ (x — Ap) with pairwise distinet A1, ..., Ay € R.

We call an operator T' on X strongly diagonal if there exist pairwise
disjoint band projections Py, ..., P, and reals Ay, ..., A, such that T' =
AP+ -+ A\ Pp,. In particular, each strongly diagonal operator on
X is an orthomorphism. It is easily seen that the set of all strongly
diagonal operators on X is an f-subalgebra of Orth(X).

4.9.6. LetT = M\ P +---+ A\ Py, be a diagonal operator on a vec-
tor lattice X. Then T is band preserving if and only if the projection
operators Py, ..., P, are band preserving.

<1 The sufficiency is obvious. To prove the necessity, observe first
that if T is band preserving then so is 7" for all n € N and so ¢(T)
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is band preserving for every polynomial ¢ € R[z]. Next, make use of
the representation P; = ¢,;(T) (j:= 1,...,m), where ¢; € R[z] is an
interpolation polynomial defined by ¢;(A;) = 0 with ;5 the Kronecker
symbol. >

4.9.7. Let X be a vector lattice. A linear operator T on X is strongly
diagonal if and only if T is an algebraic orthomorphism on X.

<1 The necessity follows from 4.9.5. Let T be an orthomorphism in X
and ¢(T) = 0, where ¢ is a minimal polynomial of T', so that ¢(\) =
(A =X1) (A= Ap) with Aq,..., Ay, € R. Since T admits the unique
extension to an orthomorphism on X", we can assume without loss of
generality that X = X" = #Z| and 7 = T1. Then [r(z) = Mz (z €
Z)] = 1 for some A\g € Z. It is seen from 4.9.4 that $(A\g) = 0 and so
Ao —AY) - (Ao —Ay) =0o0r Ao € {A\},..., A5} within V(E), Put P:=
x (b)) with b;:= [Ag = A] and observe that {Py,..., Py} is a partition
of unity in P(X). Moreover, given x € X, we can estimate b; < [Tz =
7T = Mx]A[Ao = A\] < [Tz = A «], so that Tz = P,(Nz) = N\ Pi(z).
Summing up over [ =1,...,m, we get Tx = MPiz+ -+ A\ Py, >

4.9.8. Theorem. Let X be a universally complete vector lattice.
The following assertions are equivalent:

(1) The Boolean algebra P(X) is o-distributive.

(2) Every algebraic operator in Ly,,(X) is order bounded.

(3) Every algebraic operator in Ly,,(X) is strongly diagonal.
(4) Every diagonal operator in Ly, (X) is strongly diagonal.
(5) Every projection operator in Ly,,(X) is a band projection.
(6) Every nilpotent operator in Ly, (X) is order bounded.

(7) Every nilpotent operator in Ly, (X) is trivial.

< (1) = (2): Follows from 4.6.4 and 4.7.7.
(2 (3): Follows from 4.9.7.
(4): A diagonal operator is algebraic by definition (cp. 4.9.5).

.
3) =
= (5): This is evident.
<~
—

4
(1): Follows from 4.8.5 ((1) <= (3)).
(6): A nilpotent operator is algebraic by definition.
( (7): A nilpotent orthomorphism is trivial; i.e., the f-algebra
Orth(X) is semiprime (cp. 4.1.3).

(7) = (1): Arguing for a contradiction, assume that P(X) is not o-
distributive and construct a nonzero band preserving nilpotent operator

(
(
(
(

)
)
)
5)
2)
6) =
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in X. By 44.9((1) < (2)) V® = # # R" and in this case Z is
an infinite-dimensional vector space over R* within V(B); see 4.6.6. Let
& C Z be a Hamel basis and choose an infinite sequence (ey,)nen of
pairwise distinct elements in &. Fix a natural m > 1 and define an R"-
linear function 7 : Z — % within V(®) by letting T(ekm+ti) = Chmti—1
if 2< i< m, 7(egm+1) =0 for all k:=0,1,..., and 7(e) =0 if e # e,
for all n € N. In other words, if %, is the R"-linear subspace of %
generated by the sequence (e,)nen, then % is an invariant subspace for
7 and 7 is the linear operators associated to the infinite block matrix
diag(4,..., A,...) with equal blocks in the principal diagonal and A
a square matrix of dimension m,

010 ... 0
0 01 0
A=1:1 0 0
000 ... 1
000 ... 0

It follows that 7 is discontinuous and 7" = 0 by construction. Conse-
quently, T:= 7] is a band preserving linear operator in X and 7™ =0
by 4.9.4, but T is not order bounded; a contradiction. >

4.10. BAND PRESERVING OPERATORS
ON COMPLEX VECTOR LATTICES

Consider some properties of band preserving operators in a complex
vector lattice.

4.10.1. A vector lattice X is called square-mean closed if for all
x,y € X the set {(cos@)z + (sinf)y : 0 < 0 < 27} has a supremum
s(z,y) in X. Every uniformly complete vector lattice is square-mean
closed. But a square-mean closed Archimedean vector lattice need not
be relatively uniformly complete.

Recall that a complex vector lattice is the complexification

Xe=X®iX ={z+iy: z,yc X}

of a real square-mean closed vector lattice X; see 2.3.3. Thus, each
element z € X¢ in a complex vector lattice has the absolute value |z|
defined as

|z| :=s(z,y) (z:=z+iy € Xc).
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Clearly, |z| = /22 + y2 in the sense of homogeneous functional calculus
and so |z| V |y| < |z2| < |z| 4+ |y|. The mapping z — |z| of X¢ to X
satisfies the relations (A € C; z, 21,20 € X¢; Z:= x — iy):

(1) [2[ 205 2] =0<+= 2=0;
(2) [Az] = [M|zl; 2] = |2
(3) |21 + 22| < |21 + |22f;

(4) |lz1] = [22l] < 21 — 2.

A subset A C X¢ is order bounded if the set {|z| : z € Xc¢} is
order bounded in X. As in the real case, the notion of disjointness of
elements z := x + iy and w := u + iv in X¢ is defined by the formula
z L w<= |z| A|w| = 0 and is equivalent to the relation {x,y} L {u,v}.
The disjoint complement A+ of a nonempty set A C X¢ is defined by
At = {2 € X¢ : 2z L wforallw € A}. Say that X¢ is Dedekind
complete (o-complete) if X is Dedekind complete (o-complete).

4.10.2. A vector sublattice of X¢ is a vector subspace Y C X¢ such
that z € Y implies Z € Y and |z| € Y. An ideal J in X¢ is defined as
the linear subspace which is solid: |w| < |z| with w € X¢ and z € J
implies w € J. As in the real case, a band in X¢ can be defined as
{z€ X¢c: (VweV)z L w}, where V is a nonempty subset of X¢. The
sublattices, ideals, and bands of X¢ are precisely the complexifications of
sublattices, ideals, and bands of X (cp. Schaefer [356, Chapter II, §11]
and Zaanen [427, Section 91] for more detail). A band B is a projection
band if X¢ = B @ B*. Each projection band B is the range of a pro-
jection P on X¢ with kernel Bt called a band projection. As in the real
case B(X¢) and P(X¢) stand respectively for the Boolean algebras of all
band and all band projections in X¢.

4.10.3. Let X and Y be real vector spaces considered as real sub-
spaces of X¢ and Yg, respectively. Each R-linear operator T : X — Y
admits the unique extension to the C-linear operator T¢ : X¢ — Yg¢
defined as

Te(z+iy):=Tz+iTy (x+iy € X¢).

The operator T¢ is usually identified with T, so that the vector space
L(X,Y) of R-linear operators from X to Y is viewed as a real vector
subspace of L(X¢,Yc) comprising the operators satisfying T(X) C Y.
With this agreement in mind it is easily seen that an operator T' €
L(X¢,Yc) is uniquely representable as T' = T3 + i1, where T1,T> €
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L(X,Y), that is,
Tz :Tlm—T2y+z(T2m+T1y) (z:x—i—zy S X@)

Thus, the space L(X¢,Yc) of C-linear operators is isomorphic to the
complexification of the real space L(X,Y) of R-linear operators; i.e.,
L(X¢,Ye) = L(X,Y)c.

4.10.4. Assume now that X and Y are real vector lattices. An op-
erator T' = Ty + T is positive provided that 77 > 0 and T» = 0 and
order bounded provided that for every e € X there is f € Y, satisfying
|Tz| < f whenever z € X¢, |z| < e. The space L™ (X¢,Yc) of all order
bounded linear operators from X¢ into Y¢ is the complexification of the
space of all order bounded linear operators from X into Y:

L™ (Xe,Ye) = LY (X,Y)e = L™ (X,Y) @iL™(X,Y).

An operator T' = Ty + i1y € L(X¢,Ye) is said to be regular if T7 and
Ty are regular. If Y is Dedekind complete then L™~ (X¢,Ye) is also
a Dedekind complete complex vector lattice. In particular, every op-
erator T = Ty + iT» has the modulus |T| and the Riesz—Kantorovich
formula holds true; i.e., for every u € X we have

|T|u =Ty + iTolu= sup |Tz| = sup |(T1+iT2)(z + iy)|.
E jo+iyl<u

A lattice homomorphism is an operator T' = Ty + iT» € L(X¢, Y¢) with
T, = 0 and T; a lattice homomorphism from X to Y. Clearly, T is
a lattice homomorphism if and only if |Tz| = |T|(|z|) for all z € X¢. It
is also worth mentioning that if P = P} + iP, is a projection onto the
band B = By +iB3 then P, = 0 and P is a projection onto the band B.
More details can be found in Abramovich and Aliprantis [5, Chapter 3],
Schaefer [356, Chapter II] and Zaanen [427, Section 92].

Suppose that Y is a sublattice of a vector lattice X. A linear opera-
tor T from Yg¢ to X¢ is band preserving provided that

zlw=Tz1lw (z€Ye, we X¢),

where the disjointness relations are understood in X¢ (cp. 4.1.1).

4.10.5. A linear operator T := T, + i1y from Y¢ to X¢ is band
preserving if and only if such are the real linear operators T and Ty
fromY to X.
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<1 Assume that 77 and T, are band preserving. If z := = 4 iy and
w := u+1v are disjoint then {z,y} L {u,v}. Therefore, {z,y} L {Tiu—
Tov, Tyv+Tou}. Hence, z L Tw, since Tw = (Thu—Tov) +i(T1v+ Thu).

Conversely, if T' is band preserving and z € X and y € Y are disjoint
then z 1 Ty = Thy + iToy hence, z 1 {T1y, Toy}, so that T} and Ts are
band preserving. >

4.10.6. In particular, if X is a vector lattice enjoying the principal
projection property and Y is an order dense ideal of X then a linear
operator T = Ty + il : Yo — X¢ is band preserving if and only if
7Tz = Tywz (2 € Ye, k = 1,2) for all 7 € P(X¢). An order bounded
band preserving operator on X¢ is called an orthomorphism and the set
of all orthomorphisms on X¢ is denoted by Orth(X¢). Clearly, Orth(X¢)
is the complexification of Orth(X); i.e., Orth(X¢) = Orth(X)c.

4.10.7. Define a complex f-algebra to be the complexification A¢c of
a real square-mean closed f-algebra A (cp. 4.10.1). The multiplication
on A extends naturally to Ac by the formula

(z +iy)(u +iv) = (xu — yv) + i(zv + yu),

and so A¢c becomes a commutative complex algebra. Moreover, |z1 22| =
|z1]|22] (21,22 € Ac). In this situation Ag is called a complez f-algebra
(cp. Beukers, Huijsmans, and de Pagter [53]; Zaanen [427]). A complex
f-algebra Agc is semiprime whenever z | w is equivalent to zw = 0 for
all z,w € Ac.

If Z is a universally complete vector lattice with a fixed order unit
1 € Z then there is a unique multiplication on Z which makes Z into
an f-algebra and 1 into the multiplicative unity. Thus, Z¢ is an example
of a complex f-algebra. We will always keep this circumstance in mind
while considering a universally complete vector lattice as an f-algebra.

4.10.8. Given an algebra A over a field P and a subalgebra Ag
of A, we call a P-linear operator D : Ag — A a P-derivation (or simply
a derivation if P is meant) provided that

D(uv) = D(u)v +uD(v) (u,v € Ap).

A P-endomorphism of an algebra A is a P-linear multiplicative operator
M : A— A;ie., M is P-linear and satisfy the equation

M(uwv) = M(u)M(v) (u,v € A).
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A bijective P-endomorphism is a P-automorphism. We simply speak of
endomorphisms and automorphisms whenever P is meant.

The kernel of a derivation is a subalgebra and the kernel of an auto-
morphism is a ring ideal. A nonzero derivation is called nontrivial. The
identical automorphism is commonly referred to as the trivial automor-
phism. If P =R or P = C in the above definitions of a P-derivation then
we speak of real derivation and complex derivation, respectively.

Let Z stand for a real universally complete vector lattice with a fixed
f-algebra multiplication and X be an f-subalgebra of Z.

4.10.9. Let D € L(X¢,Z¢c) and D = Dy + iDsy. The operator D is
a complex derivation if and only if Dy and D+ are real derivations from X
into Z. If X is minorizing in Z and X+ = Z then each derivation from
X¢ into Z¢ is a band preserving operator.

<1 To ensure that the first assertion holds we only have to insert D :=
D; +iDs in the equality D(uv) = D(u)v +uD(v), take u:= x € X and
v =y € X, and then equate the real and imaginary parts of the resulting
relation. According to this fact and 4.10.5, it remains only to establish
that every real derivation is a band preserving operator. Let D : X — Z
be a real derivation. Take disjoint x,y € X. Since the relation = 1 y
in an f-algebra implies xy = 0, we have 0 = D(zy) = D(x)y + zD(y).
But the elements D(z)y and xD(y) are disjoint as well by the definition
of f-algebra; therefore, D(z)y = 0 and zD(y) = 0. Hence, since the
f-algebra X is semiprime, we obtain D(z) 1 y and z L D(y). Now,
consider disjoint £ € X and z € Z. By hypothesis, the order ideal I
generated by (X N{z}+) U {z} is order dense in Z. Therefore, without
loss of generality we may assume |z| = sup, Y, for some family (yo) in
X . We have y, L D(z) as just proved and consequently, z | D(z). >

4.10.10. Put X := #| and let Lyp(X¢c) be the set of all band
preserving linear operators in X¢. Denote by End(%¢) the member
of V) that depicts the C"-vector space of all C"-linear mappings from €
into €. Then the faithful unitary Xc-modules Ly, (X¢) and End(%c)!
are put into isomorphy by sending a band preserving operator to its
ascent.

< Recall that € € V(®) is defined as € := #Z & iZ and by the Gordon
Theorem the descent €| = Z| ® i) is a universally complete complex
vector lattice and a complex f-algebra simultaneously. Moreover, [ C" =
R* @ iR" is a dense subfield of €] = 1. (We write ¢ instead of ¢*.) It is
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easy to observe that
pr(X@) = pr(X)C, [[End(%@) = End(%)c]] =1.

The claim follows from 4.3.5 and 4.10.5. >

4.11. AUTOMORPHISMS AND DERIVATIONS ON THE COMPLEXES

Here we recall the information on field theory which we need for fur-
ther analysis of the two collections of simultaneous functional equations
(A) and (D) in Section 4.2.

4.11.1. Consider some fields K and L. If K is a subfield of L, then
L is an extension of K. An extension L of a field K is called algebraic
provided that each element of L is a root of some nonzero polynomial (in
a sole variable) with coefficients in K. In other words, an extension L
of K is algebraic in case every x € L is algebraic over K; i.e., to each
x € L there are finitely many ag,...,a, € K, n > 1, some of them
nonzero, such that ag + a1z + -+ + a,2™ = 0. An extension L of K is
transcendental over K if L is not algebraic.

Recall that a field K is algebraically closed provided that each non-
constant polynomial with coefficients in K has at least one root in K.
In other words, K is algebraically closed if and only if every algebraic
extension of K is K.

The algebraic closure of a field K is an extension of K that is algebraic
over K and algebraically closed. It is proved in field theory that each
field K has some algebraic closure that is unique up to K-isomorphism
(cp. Bourbaki [70] and Van der Waerden [405]).

4.11.2. Let L be an extension of a field K. The pairwise distinct
Z1,...,Z, € L are called algebraically independent over K provided
that for each polynomial P in n variables with coefficients in K from
P(z1,...,2,) = 0 it follows that P = 0; i.e., all coefficients of P are
equal to zero.

The definition prompts us to say that the algebraic independence
of z1,..., 7, amounts to the linear independence over K of the set of al
monomials of the form z%' 2% ---xin where n € N and 4y,...,i, € N.

A subset & of L is called algebraically independent provided that ev-
ery finite subset of & is algebraically independent. So, the empty set
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is algebraically independent. An inclusion maximal subset & of L al-
gebraically independent over K is called a transcendence basis for L.
Let K (&) stand for the inclusion least subfield of L which includes K
and & C L. In this event we say that K(&) results from K by adjunc-
tion of &. In case L = K(&) and & is algebraically independent, L is
called a pure extension of K, while & is a pure transcendence basis of L
over K.

4.11.3. Steinitz Theorem. FEach extension L of a field K has
a transcendence basis & over K. In this event L is an algebraic extension
of the pure extension K(&).

<1 See Bourbaki [70, Chapter 5, Section 5, Theorem 1]. >

4.11.4. Isomorphism Extension Theorem. Assume that L is
an extension of a field K and & is a transcendence basis for L over K.
Assume further that 1 is an isomorphism of K to some field K' and L’
is an algebraically closed extension of K'. Then to each algebraically
independent family (l.).cs of elements of L’ there is an isomorphism 7’
of L to L' extending + and satisfying the condition ' (e) =l for alle € &.

<1 See Bourbaki [70, Chapter 5, Section 4, Proposition 1]. >

4.11.5. A mapping d : K — L is a derivation of K C L to L
provided that d(z + y) = d(z) + d(y) and d(zy) = d(z)y + zd(y) for
all z,y € K. The general result on extension of derivations to be for-
mulated in the next subsection uses the concept of separable extension.
We will not expatiate upon the formal definition of separable extension
and relevant information, but the interested reader can find all details
in Zariski and Samuel [429]. For our ends, it suffices to mention that if
K is algebraically closed or has characteristic zero, then every extension
of K is separable.

4.11.6. Derivation Extension Theorem. Let k be a subfield of L,
while K is an extension of k lying in L. For a derivation d from k to L
the following hold:

(1) If K is a pure transcendental extension of k with a pure tran-
scendence basis & C K over k, then to each family (l.).cs of elements
of L there corresponds the unique derivation D from K to L extending
d such that De =1, for alle € &.

(2) If K is a separable algebraic extension of k, then to d there
corresponds the unique derivation D from K to L extending d.

< See Bourbaki [70, Chapter 5, Section 9, Propositions 4 and 5]. >
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4.11.7. Let C be a transcendental extension of a field P. Then there
is a nontrivial P-automorphism of C.

<1 Let & be a transcendence basis for the extension C over P. Since
C is an algebraically closed extension of P(&), each P-automorphism ¢
of the field P(&’) extends to a P-automorphism ® of the field C by The-
orem 4.11.4 (see Bourbaki [70, Chapter 5, §5, Theorem 1]|. It is clear
that if ¢ is nontrivial then so is ®.

To construct a nontrivial P-automorphism in P(&’), we firstly consider
the case when & contains only one element e; i.e., when C is an algebraic
extension of a simple transcendental extension P(e). Take a,b,c,d € P
such that ad — bc # 0. Then ¢’ = (ae +b)/(ce + d) is a generator of the
field P(e) which diffes from e. The field P(e) = P(e’) is isomorphic to
the field of rational fractions in one variable t; consequently, the linear-
fractional substitution ¢ — (at+b)/(ct+d) defines a P-automorphism ¢ of
the field P(e) which sends e to ¢’ (cp. Van der Waerden [405, Section 39]).

Assume now that & contains at least two distinct elements e; and es
and take an arbitrary one-to-one mapping ¢g : & — & for which
¢o(e1) = ea. Again, using the circumstance that C is an algebraically
closed extension of P(&), we can construct a P-automorphism ¢ of C
such that ¢g(e) = ¢(e) for all e € & (see Theorem 4.11.4). Clearly, ¢ is
nontrivial. >

4.11.8. Let C be a transcendental extension of a field P. Then there
is a nontrivial P-derivation on C.

<1 We again use a transcendence basis & for the extension C over P.
It is well known that each derivation of P extends onto a purely tran-
scendental extension; moreover, this extension is defined uniquely by
prescribing arbitrary values at the elements of a transcendence basis
(see Theorem 4.11.6 (1)). Thus, for every mapping d : & — C, there is
a unique derivation D : P(&) — C such that D(e) = d(e) for all e € &
and D(z) = 0 for x € P. Now, C is a separable algebraic extension
of P(&); consequently, D admits the unique extension to some deriva-
tion D : C — C by Theorem 4.11.6 (2). It is obvious that the freedom in
the choice of d guarantees that D is nontrivial. >

4.11.9. Theorem. Let C be an extension of an algebraically closed
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subfield P. Then the following are equivalent:
(1H)P=C.
(2) Every P-linear function in C is order bounded.
(3) There is no nontrivial P-derivation on C.
(4) There is no nontrivial P-automorphism of C.

(5) Every P-endomorphism of C is the zero or the identity function.

< If P = C then every P-linear function f : C — C is of the form
f(2) = ¢z (z € C) for some ¢ € C; therefore (1) = (2) and (1) = (3)
trivially. If f is multiplicative then ¢> = ¢ and hence ¢ = 0 or ¢ = 1,
whence (1) = (4) and (1) = (5). The converse implications follows
from 4.11.7, 4.11.8, and Theorem 4.2.8. >

4.12. AUTOMORPHISMS AND DERIVATIONS
ON COMPLEX f-ALGEBRAS

In this section we characterize the universally complete complex f-al-
gebras admitting nontrivial automorphisms and derivations. The results
are obtained by means of Boolean valued interpretation of some proper-
ties of the complexes that appeared in the previous section.

4.12.1. Theorem. The field C" is algebraically closed in €
within V(®)_ In particular, the following dichotomy holds within V(B):
either C" = % or ¢ is a transcendental extension of C".

<1 The second part is obvious from the first. Prove that the field C*
is algebraically closed in €. Working within V(®), assume that zy € € is
a root of a nonzero polynomial with coefficients in C*. We can formalize
this assertion as follows:

o(z0) =(Fn €ew)(F»: (n) - C")

(X 0 =0) aEre ) 20,
le(n)
where (n) := {0,1,...,n — 1}. Thus, [¢(20)] = 1, and eliminating
the Boolean estimates for quantifiers by means of the maximum princi-
ple 1.4.2; we find a countable partition of unity (b,) C B and a sequence
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(5,) € V(®) for which
[t : ()" = €] = bn,  [(31 € (0))52 (1) # 0)] > bn,
[52(0") + 520 (1")20 + - + s ((n — D))"V = 0] > b, (n € w).

It suffices to establish the inequality [zo € C"] > b, for a fixed n € w.
In the arguments below, without loss of generality we can assume that
b, = 1, since otherwise we can replace B with the Boolean algebra B,, :=
[0, b,,] with unity b,, and V(B) with V(E») with application of 1.3.7 to the
complete Boolean homomorphism 7 : b+ b A b,, from B to B,,.

Note that X := C*| is an f-subalgebra in %] and consists of piece-
wise constant elements. More exactly, an element z € € belongs to X
if and only if z has the representation z = 0-3 A¢me(1), where (me)
is a partition of unity in B = P(%}) and ()¢) is a family of complex
numbers with the same set of indices.

Let k, : {0,1,...,n — 1} — X be the modified descent of ,;
see 1.5.8. Since k,(0),k,(1),...,kn(n — 1) € X, we can choose a par-
tition of unity (m¢) C B, m¢ # 0, such that kn(l) = 0-3; A eme(1),
1:=0,...,n=1. If Ag¢e = Mg = -+ = Ap—1,¢ = 0 for some ¢ then
[kn(l) = 0] > [kn(l) = Al ] A A = 07] > ¢ for all I; consequently,

V 1) #01= V1 #01 = ( \n) =01) < <.

=0 =0 =0

But this contradicts the relation
n—1
1=[31e n))l) #0)] =\ (") #0].
1=0

The relation
[3(0") + 52a(1")20 + -+ + 2a((n = 1)")z" " = 0] =1
implies the equality k, (0) +k,(1)z0+- - +kn(n—1)zy ' = 0; therefore,
using the above representation for k,, we obtain a family of equations
with constant complex coefficients
N0+ Argmezo + e+ Anmrgemezg T = 0;

moreover, for each &, not all of Ao ¢,..., An_1,¢ are zero.
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Let @ be a clopen set in the Stone space of the Boolean algebra B
which corresponds to the projection m¢. Then the Dedekind complete
vector lattice m¢ €] is isomorphic to Coo(Q, C); moreover, the element
me(1) goes into the identically one function on Q. If f € Co(Q,C) is
the image of an element 7m¢zo under the indicated isomorphism then we
arrive at the relation

g+ ALef(@) + + A6 f(@" =0 (g€Q).

By the Fundamental Theorem of Algebra, the continuous function f
has at most n values; consequently, f is a step-function. But then the
element mzp is piecewise constant and so it belongs to X. Clearly,
z0 € X and hence 1 = [z € X1] =[z € C"]. >

4.12.2. Thus, under the canonical embedding of the complexes into
the Boolean valued model, either C* = % or the field of complexes is
a transcendental extension of some subfield of ¥’. The same is true for
the reals. To analyze this situation, we need the notion of an algebraic
or transcendence basis of a field over some subfield.

Let P be a subfield of C such that C is a transcendental extension of [P.
By the Steinitz Theorem, there is a transcendence basis & C C. This
means that & is algebraically independent over P and C is an algebraic
extension of the field P(&) obtained by addition of the elements of &
to P. The field P(&) is a pure extension of P.

4.12.3. Let 2(%) be the set of all complex derivations on the f-
algebra @] and let .# (%) be the set of all complex band preserving
automorphisms of €. Let P (%) and e (€) be the elements of V(B)
that depict the sets of all C*-derivations and all C*-automorphisms in €.
Clearly, 2(%) is a module over ¢ and [ Zc (%) is a complex vector
space] = 1.

The descent and ascent produce isomorphisms between Pcn(€)|
and 2(%€¢)) as well as bijections between Mcn (€)| and Mn(E€,).

<1 The proof follows from 4.10.10. We only have to note that an
operator T' € Endy (%)) is a complex derivation (automorphism) if and
only if [7 := Tt is a C"-derivation (C"-automorphism)] = 1. >

4.12.4. An order bounded derivation and an order bounded band
preserving automorphism of a universally complete f-algebra X¢ are
trivial.

< We may assume that X¢ = ). If T is a derivation (a band
preserving automorphism) of the f-algebra X¢ then [7 := T is a C*-
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derivation (C"-automorphism) of ¢ | = 1. Moreover, T is order bounded
if and only if [7 is order bounded in €] = 1. But every order
bounded C”-derivation on the field ¥ is zero and every order bounded
C’-automorphism is the identity mapping. In the first case we have
T =0 and in the second, T'=1. >

4.12.5. If V(®) = C" # € then there exist a nontrivial deriva-
tion and a nontrivial band preserving automorphism on the universally
complete complex f-algebra €.

< It follows from the condition C" # ¥ that ¥ is a transcendental ex-
tension of C* within V(B) (cp. 3.12.1). By 4.11.9, there exist a nontrivial
C*-derivation § : € — ¢ and a nontrivial C*-automorphism « : € — €.
If D := 6] and A := «l then, according to 4.12.3, D is a nontrivial
derivation and A is a nontrivial band preserving automorphism of the
f-algebra €. >

4.12.6. Theorem. Let B be a complete Boolean algebra, € the
complexes within V(B and X := €| a universally complete complex
f-algebra, the descent of €. Then the following are equivalent:

(1) B is o-distributive.

(2) V® =% =",

(3) Every band preserving linear operators on X is order bounded.

(4) There is no nontrivial derivation on X.

(5) There is no nontrivial band preserving automorphism on X.

(6) Every band preserving endomorphism of X is a band projection.

<! By Theorem 4.4.9 a Boolean algebra B is o-distributive if and
only if V() |= % = R*. At the same time, by restricted transfer 1.4.7
we have V(B) = R* @ iR* = C*. Thus V®) = @ = C" if and only if
VB) = % = R". Tt follows that (1) <= (2).

Observe that the assertion 4.12.6 (k + 1) is the interpretation of
4.11.9 (k) within V® for k = 1,...,5. We now get the other equiva-
lences by appealing to 4.10.10 and 4.12.5. >

4.12.7. Corollary. Let X be a universally complete real vector lat-
tice with a fixed structure of an f-algebra. Then for the complex f-
algebra X¢ the following are equivalent:

(1) B:=P(X) is a o-distributive Boolean algebra.

(2) There is no nontrivial complex derivation on Xc.
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(3) There is no nontrivial band preserving complex automorphisms
of X@.

4.12.8. Using the same arguments as above, we can show that some
analogs of 4.12.1 and 4.11.8 hold for the reals. More precisely, the fol-
lowing are valid:

(1) [R” is algebraically closed in Z ] = 1;
(2) If V(B) = R* £ 2, then

v(®) E “Z is a transcendental extension of R"”;

(3) If R is a transcendental extension of a field P then there is a non-
trivial P-derivation on R.

But 4.11.7 is not valid for the reals: there is no nontrivial automor-
phism on R. This is connected with the fact that R is not an algebraically
closed field.

4.12.9. A derivation (an automorphism) S on X is called essentially
nontrivial provided that 7S = 0 (7S = wlx) imply m = 0 for every
band projection 7 € P(X). A complete Boolean algebra B is said to be
purely non-o-distributive if none of its relative Boolean algebras [0, b]
with nonzero b € B is o-distributive.

Assume that Z is a universally complete real vector lattice and P(X)
is purely non-o-distributive. Then, by Theorem 4.12.7, for every band
projection m € P(X) there exist a nontrivial complex derivation and
a nontrivial band preserving complex automorphisms on 7Z¢. There-
fore, we can find also an essentially nontrivial complex derivation and
a an essentially nontrivial band preserving complex automorphisms on
Z¢ making use of the exhausting principle (= every minorizing set in
a complete Boolean algebra admit a disjoint refinement).

4.12.10. For each complete Boolean algebra B there exists an el-
ement b € B such that the relative Boolean algebra By := [0, b] is o-
distributive, while the relative Boolean algebra [0, b*] is purely non-o-
distributive.

QPut b= [# = R"] and note that V(Bo) = % = R (we use the same
symbols # and R" within V(®) and V(o) for reals and standard reals).
By Theorem 4.4.9 By := [0, b] is o-distributive. If d € B, d < b*, and
[0, d] is o-distributive then again by Theorem 4.4.9 d < [Z = R*"]Ab* =
bAV =0. >
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4.12.11. Corollary. If (Q,%, 1) is an atomless Maharam measure
space then the following hold:

(1) There exists an essentially nontrivial R-derivation on LY (2, 3, u).
(2) There exists an essentially nontrivial C-derivation on L (Q, 3, u).
(8) The identity operator is the only automorphism of L (2, X, p).

(4) There exists an essentially nontrivial band preserving automor-
phism of LL(Q, X, p).

<1 This is immediate from 4.12.10, Corollary 4.12.7, and Remarks in
4.12.8 and 4.12.9 in view of 4.7.11. >

4.13. INVOLUTIONS AND COMPLEX STRUCTURES

The main result of this section tells us that in a real non-locally-one-
dimensional universally complete vector lattice there are band preserving
complex structures and nontrivial band preserving involutions.

4.13.1. A linear operator T on a vector lattice X is called involutory
or an involution if T oT = Ix (or, equivalently, T-! = T) and is called
a complex structure if T o T = —Ix (or, equivalently, T=* = —T). The
operator P — Pt, where P is a projection operator on X and Pt =
Ix — P, is an involution. The involution P — P with band projections
P is referred to as trivial.

4.13.2. Let X be a Dedekind complete vector lattice. Then there is
no order bounded band preserving complex structure in X and there is
no nontrivial order bounded band preserving involution in X.

<1 An order bounded band preserving operator 1" on a universally
complete vector lattice X with weak unit 1 is a multiplication operator:
Tx = ax (z € X) for some a € X. It follows that T is an involution
if and only if a®> = 1 and so there is a band projection P on E with
a=P1l—Pt1orT=P— P+ If Tis a complex structure on E then
the corresponding equation a? = —1 has no solution. >

4.13.3. Theorem. Let F be a proper subfield of R and let B C R
be a nonempty finite set. Then there exists a discontinuous [-linear
function f : R — R such that f o f = Ig and f(x) = z for all z € B.

< Let & C R be a Hamel basis of #Z over R". Every x € B can be
written in the form = = ) __, Ae(x)e, where A (z) € F for all e € &.
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Put &(z):={e € &: Ac(z) # 0} and & = |J,. 5 &' (x). Since B is finite,
so is also &y. Hence &\ &) has infinite cardinality. There exists a decom-
position & U & = &\ &y, where & and & disjoint sets both having the
same cardinality. Hence there exists a one-to-one mapping gg from &;
onto & with the inverse ggl 1 &y — 6.

Define the function g : & — & as follows:

go(e), for e € &7,
gle) =< g5'(e), forec &, (4.1)
e, for e € &.

Let f : R — R stand for the F-linear extension of g. For h € & we
have g(h)/h =1, and for h; € & we have g(h1) = go(h1) € &2, so that
g(h) # h and g(h)/h # 1. By 4.2.5 f is discontinuous.

For arbitrary h € & we have g(h) = go(h) € &, whence g(g(h)) =
9o *(g0(R)) = h. Similarly, for h € & we have g(h) = g5 *(h) € & and
g(g(h)) = go(gy*(h)) = h. Obviously we have g(g(h)) = h for h € &.
Thus g(g(h)) = h for all h € &. Now take an arbitrary z € R and write
down the representation z = »_ . o v.e with z. € P. Using F-linearity
of f and the relation f|s = g we deduce

F(fF(@) = weflgle)) = Y weglgle)) = D zeg(e) = a.

ecé ec& ecs

Observe further that if z € B then e € & whenever z, # 0. Therefore,
we have

fl@) =Y zefle) =D wegle) = > mee ==

ecs e€ép ecép

Thus f(f(z)) =z for all z € R and f(z) =« for z € B. >

4.13.4. Theorem. Let [ be a proper subfield of R. Then there exists
a discontinuous [F-linear function f : R — R such that fo f = —Iy.

<1 The proof is similar to that of Theorem 4.13.3 with minor modifi-
cations: put &y = @ and define

o) = {—go(e), for e € &7,

g, *(e), forec€ &.
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If f:R — Ris the F-linear extension of a function g and =z =) ., zce
then, taking it into account that f(go(e)) = e and f(gg *(c)) = —c for
e € & and c € &, we get

@) =) zef(—go(e) + Y zef(g5 " (c)
e€s) cEE>
= — Z:vee— che:—x.

ecs cEEs

Thus, f is the sought complex structure. >

Interpreting Theorems 2.4.3 and 2.4.4 in a Boolean valued model
yields the following result.

4.13.5. Theorem. Let X be a universally complete real vector
lattice that is not locally one-dimensional. Then

(1) For every nonempty finite set B C X there exists a band pre-
serving involution T on X with T'(z) = x for all x € B.

(2) There exists a band preserving complex structure on X.

< Assume that X = #|. Take a one-to-one function v : (N) — X
with B = im(v) and (N) := {1,...,N — 1}. The function o := v :
(N)» = X may fail to be one-to-one within V(&) but B is again finite,
as Bt = im(v1) by 1.2.7. By transfer, Theorem 4.13.3 is valid within
V(B)  so there exists an R"-linear function 7 : Z — % such that 7o = I,

and 7(x) = z for all z € Bt or, what is the same, 700 = o. From 1.2.3,
1.6.9, and 1.5.6 we now deduce

= N\ F@t")=vt)] = A\ [rv(n) = v(n)]

ne(N) neN

= [rl(¥(n)) = v(n)].

ne(N

~

It follows that if T:= 7 then ToT = Ix by 1.2.4 and T'(v(n)) = v(n)
for all n € {1,..., N — 1} as required in 4.13.5 (1). The second claim is
proved in a similar way using Theorem 4.13.4. >

4.13.6. Corollary. Let X be a universally complete vector lattice.
Then the following are equivalent:

(1) X is locally one-dimensional.
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(2) There is no nontrivial band preserving involution on X.

(3) There is no band preserving complex structure on X.

4.13.7. Corollary. Let X be a universally complete real vector lat-
tice. Then X admits a structure of complex vector space with a band
preserving complex multiplication.

<1 A complex structure T on X allows us to define on X a structure of
a vector space over the complexes C, by setting (a +i8)z = ax + T(x)
forall z = a+1i8 € C and x € X. If T is band preserving then the
mapping z — zz (xz € X) is evidently band preserving for every fixed
zeC.p>

4.13.8. Corollary. If (2,%,u) is an atomless Maharam measure
space then L°(, %, u) admits a structure of a complex vector space
with band preserving complex multiplication.

< This is immediate from 4.7.11 and Corollary 4.13.7. &>

4.14. VARIATIONS ON THE THEME

In this section we briefly consider the band preserving phenomenon
in some natural environments (the endomorphisms of lattice ordered
modules, bilinear operators on vector lattices, and derivations in AW™*-
algebras) and state some problems that may be viewed as versions of
the Wickstead problem which are referred to as module, bilinear, and
noncommutative Wickstead problem.

4.14.A. Lattice Ordered Modules
This subsection deals with the module Wickstead problem stated as
follows:

4.14.A.1. WP(A): When are all band preserving K -linear endomor-
phisms of a lattice ordered K-module X order bounded?

Here K is a lattice ordered ring, and X is a lattice ordered module
over K. Little is known about this problem. Boolean valued analysis
provides the transfer principle which might translate WP(A) to WP.
Below we describe the class of lattice ordered modules for which this
transfer works perfectly.

4.14.A.2. An annihilator ideal of K is a subset of the form S :=
{ke K: (Vs e S)ks =0} with a nonempty subset S C K. A subset S
of K is called dense provided that S+ = {0}; i.e., the equality k- S :=
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{k-s: seS}={0} implies k = 0 for all k € K. A ring K is said to
be rationally complete whenever, to each dense ideal J C K and each
group homomorphism h : J — K such that h(kz) = kh(z) for all k € K
and z € J, there is an element r in K satisfying h(z) = rz for all z € J.
A ring K is rationally complete if and only if K is selfinjective (cp. [249,
Theorem 8.2.7 (3)]).

4.14.A.3. If 7 is an ordered field within V(®) then ¢ | is a rationally
complete semiprime f-ring, and there is an isomorphism x of B onto the
Boolean algebra B(.#]) of the annihilator ideals (coinciding in the case
under consideration with the Boolean algebra of all bands) of .#] such
that
b<[z=0] <= zex(") (zr€K, beB)

(cp. [249, Theorem 8.3.1]). Conversely, assume that K is a rationally
complete semiprime f-ring and B stands for the Boolean algebra B(K)
of all annihilator ideals (bands) of K. Then there is .# € V() called
the Boolean valued representation of K, such that [.# is an ordered
field] = 1 and the lattice ordered rings K and J¢| are isomorphic (cp.
[249, Theorem 8.3.2]).

4.14.A.4. A K-module X is separated provided that for every dense
ideal J C K the identity Jr = {0} implies z = 0. Recall that a K-
module X is injective whenever, given a K-module Y, a K-submodule
Yo C Y, and a K-homomorphism hg : Yy — X, there exists a K-
homomorphism h : Y — X extending hg. The Baer criterion says that
a K-module X is injective if and only if for each ideal J C K and each
K-homomorphism h : J — X there exists € X with h(a) = za for all
a € J; see Lambek [276].

4.14.A.5. Let 2 be a vector lattice over an ordered field .# within
V() and let x : B — B(.#|) be a Boolean isomorphism from 4.14.A.3.
Then 27| is a separated unital injective lattice ordered module over ¢
satisfying

b<[z=0] < x(b)x={0} (ze 2, beB).

Conversely, let K be a rationally complete semiprime f-ring, B := B(K),
and let Z be the Boolean valued representation of K. Assume that X is
a unital separated injective lattice ordered K-module. Then there exists
some 2 € V() such that [ .2 is a vector lattice over the ordered field
] = 1 and there are algebraic and order isomorphisms 3 : K — |
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and 1 : X — 2| such that
1(ax) = g(a)(z) (a€ K, z € X)

(cp. [249, Theorems 8.3.12 and 8.3.13]). Thus, the Boolean transfer prin-
ciple is applicable to unital separated injective lattice ordered modules
over rationally complete semiprime f-rings.

4.14.A.6. Consider an example. Let B be a complete Boolean al-
gebra and let B be a complete subalgebra of B. We say that B is B-o-
distributive if for every sequence (b, )nen in B we have

\/ /\ e(n)b, =1,

e€BN neN

where e(n)b, := (e(n) Ab,) V (e(n)* Ab}) and b* is the complement
of b € B. Clearly, the {0,1}-o-distributivity of B means that B is
o-distributive (cp. 1.9.12(3)).

4.14.A.7. Theorem. Let X be a universally complete vector lattice
with a fixed order unit 1 and let K be an order closed sublattice con-
taining 1 := 1. Put B := C(1) and B := C(1k). Then K is a rationally
complete f-algebra, X is an injective lattice ordered K-module, and the
following are equivalent:

(1) B is B-o-distributive.

(2) Every element © € Xy is locally K-constant; ie., x =
supgez agmel for some family (ag)eez of elements of K and a disjoint
family (m¢)ee= of band projections in X.

(3) Every band preserving K-linear endomorphism of X is order
bounded.

<1 We only sketch the proof. Let 2  and J# be the same as in
4.14.A.5. There exist & € V(B such that [ is a complete Boolean
algebra isomorphic to P(2") |=1 and 4| is a complete Boolean algebra
isomorphic to B (see 1.10.4). Moreover, B is B-o-distributive if and only
if 4 is o-distributive within V(®). We are done with interpreting 4.4.9
and 4.6.4 within V(®).

4.14.B. The Bilinear Wickstead Problem

Let us characterize those universally complete vector lattice in which
all band preserving bilinear operators are symmetric or order bounded.
No new ideas are required here and all run along the lines of Section 4.6.
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The needed information about bilinear operators on vector lattices is in
Bu, Buskes, and Kusraev [72]; also see Buskes and Kusraev [78].

4.14.B.1. Let X be a vector lattice. A bilinear operator B : X x X —
X is separately band preserving provided that the mappings B(-,e) :
x — B(z,e) and B(e,-) :  — B(e,z) (x € X) are band preserving
for all e € X or, which is the same, provided that B(L x X) C L and
B(X x L) C L for every band L in X.

4.14.B.2. Assume that X is a vector lattice and B : X x X — X is
a bilinear operator. Then the following are equivalent:

(1) B is separately band preserving.
(2) B(z,y) € {z}*+ n{y}*++ for all 2,y € X.

(3) B(z,y) L z for all z€ X provided that © L z ory L z.
If X has the principal projection property, then (1)—(3) are equivalent
also to each of the two assertions:

(4) 7B(z,y) = B(nz,my) for every m € P(X) and all z,y € X.
(5) nB(z,y) = B(wz,y) = B(z,my) for all m € P(X) and z,y € X.

< We omit the routine arguments which are similar to 4.1.1 and
4.1.6. >

4.14.B.3. Let X and Y be vector lattices. Recall that a bilinear op-
erator B from X x X to Y is orthosymmetric provided that |z| Aly| =0
implies B(x,y) = 0 for arbitrary =,y € X (cp. Buskes and van Roij [81]).
The difference of two positive orthosymmetric bilinear operators is or-
thoregular (cp. Buskes and Kusraev [78], and Kusraev [233]). Recall also
that a bilinear operator b is symmetric or antisymmetric provided that
B(z,y) = B(y,z) or B(z,y) = —B(y,z) for all z,y € X.

4.14.B.4. The following important property of orthosymmetric bilin-
ear operators was established in Buskes and van Rooj [81, Corollary 2]: If
X and Y are vector lattices then every orthosymmetric positive bilinear
operator from X x X into Y is symmetric.

It is evident from 4.14.B.2 that a separately band preserving bilinear
operator is orthosymmetric. Hence, all orthoregular separately band
preserving operators are symmetric by the above result. At the same
time an order bounded separately band preserving bilinear operator B
is regular with B*(z,y) = B(x,y)™ and B~ (x,y) = B(z,y)” for all
z,y € X (see Kusraev and Tabuev [257, Theorem 3.4]). This brings up
the following question:
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4.14.B.5. WP(B): Under what conditions are all separately band
preserving bilinear operators in a vector lattice symmetric? Order
bounded?

In the case of a universally complete vector lattice the answer is
similar to the linear case and is presented below in 4.14.B.7. The general
case was not examined yet.

4.14.B.6. Let BLy,(X) stand for the set of all separately band pre-
serving bilinear operators from X x X to X, where X := #]. Clearly,
BLy,,(X) becomes a faithful unitary module over X provided that we de-
fine gB as gB : (z,y) — ¢ - B(z,y) for all z,y € X. Denote by BL(%R)
the element of V(®) that depicts the space of all R*-bilinear mappings
from % x % into %. Then BL(%R) is a vector space over R" within V(E)|
and BL(ZR)! is a faithful unitary module over X. Just as in 4.3.5 it can
be proved that the modules BLy,,(X) and BL(ZR)| are isomorphic by
sending each band preserving bilinear operator to its ascent.

4.14.B.7. Theorem. For a universally complete vector lattice X
the following are equivalent:

(1) B(X) is o-distributive.
(2) There is no antisymmetric operator in BLy,(X).
(3) All operators in BLy,(X) are symmetric.

(4) All operators in BLy,(X) are order bounded.

< The implication (1) = (4) can be proved as in 4.6.5, (4) = (3)
is immediate from 4.14.B.4, while (3) = (2) is trivial.

To prove the remaining implication (2) = (1), we can assume that
X = Z|. Suppose that B is not o-distributive. Then R* # Z by
4.49 and a separately band preserving antisymmetric bilinear opera-
tor can be constructed on using the bilinear version of 4.2.8. Indeed,
within V(®)| a Hamel basis & for % over R” contains at least two dis-
tinct elements e; # es. Define the function Gy : & x & — Z so that
1 = Bo(er,ea) = —Po(ez,e1), and B(ef,e5) = 0 for all other pairs
(¢}, €4) € & x & (in particular, 0 = Bo(e1,e1) = PBo(ez, e2)). Then
Bo can be extended to an R”-bilinear function 8 : Z x Z — %. The
descent B of 3 is a separately band preserving bilinear operator in X
by 4.14.B.6, the bilinear version of 4.3.5. Moreover, B is nonzero and
antisymmetric, since  is nonzero and antisymmetric by construction.
This contradiction proves that R* = % and B is o-distributive. >
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4.14.B.8. (1) There exists a nonatomic universally complete vector
lattice in which all separately band preserving bilinear operators are
symmetric and order bounded.

(2) If (2,%, ) is an atomless Maharam measure space then there
exists an essentially nontrivial antisymmetric separately band preserving
bilinear operator in L(Q, %, u).

< It follows from Theorems 4.14.B.7, 4.7.7 and 4.7.11. >

4.14.C. The Noncommutative Wickstead Problem
The relevant information on the theory of Baer *-algebras and AW *-
algebras can be found in Berberian [50], Chilin [89], and Kusraev [228].

4.14.C.1. A Baer *-algebra is a complex involutive algebra A such
that, for each nonempty M C A, there is a projection, i.e., a hermitian
idempotent, p satisfying M+ = pA where M+ = {y € A : (Vz €
M) zy = 0} is the right annihilator of M. Clearly, this amounts to saying
that each left annihilator has the form M = Aq for an appropriate
projection q. To each left annihilator L in a Baer x-algebra there is
a unique projection q7, € A such that x = zqy, for all z € L and qry =0
whenever y € L. The mapping L + ¢, is an isomorphism between the
poset of left annihilators and the poset of all projections. Thus, the poset
P(A) of all projections in a Baer *-algebra is an order complete lattice.
(Clearly, the formula g < p <= ¢ = gp = pq, sometimes pronounced as
“p contains ¢,” specifies some order on the set of projections [P(A).)

An element z in A is central provided that z commutes with ev-
ery member of A; ie., (Vx € A)xz = zz. The center of a Baer x*-
algebra A is the set 2°(A) comprising central elements. Clearly, Z°(A)
is a commutative Baer *-subalgebra of A, with A\l € Z(A) for all
A € C. A central projection of A is a projection belonging to Z(A).
Put P.(A) :=P(A) N Z(A).

4.14.C.2. A derivation on a Baer *-algebra A is a linear operator
d: A — Asatistying d(zy) = d(z)y+zd(y) for all x,y € A. A derivation
d is inner provided that d(z) = ax — za (z € A) for some a € A.
Clearly, an inner derivation vanishes on Z°(A) and is Z°(A)-linear; i.e.,
d(ex) = ed(x) for all z € A and e € Z(A).

Consider a derivation d : A — A on a Baer *-algebra A. If p € A
is a central projection then d(p) = d(p?) = 2pd(p). Multiplying this
identity by p we have pd(p) = 2pd(p) so that d(p) = pd(p) = 0. Con-
sequently, every derivation vanishes on the linear span of P.(A4), the set
of all central projections. In particular, d(ex) = ed(x) whenever z € A
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and e is a linear combination of central projections. Even if the linear
span of central projections is dense in a sense in Z°(A), the derivation d
may fail to be 2 (A)-linear.

This brings up the natural question: Under what conditions is every
derivation Z-linear on a Baer x-algebra A provided that Z is a Baer
x-subalgebra of % (A)?

4.14.C.3. An AW*-algebra is a C*-algebra with unity 1 which is also
a Baer x-algebra. More explicitly, an AW *-algebra is a C*-algebra whose
every right annihilator has the form pA, with p a projection. Clearly,
Z(A) is a commutative AW *-subalgebra of A. If 2°(4) = {A\1: X € C}
then the AW*-algebra A is an AW*-factor.

4.14.C.4. A C*-algebra A is an AW *-algebra if and only if the fol-
lowing hold:

(1) Each orthogonal family in P(A) has a supremum;

(2) Each maximal commutative x-subalgebra of Ay C A is
a Dedekind complete f-algebra (or, equivalently, coincides with the least
norm closed x-subalgebra containing all projections of Ag).

4.14.C.5. Given an AW*-algebra A, define the two sets C'(A4) and
S(A) of measurable and locally measurable operators, respectively. Both
are Baer x-algebras; cp. Chilin [89]. Suppose that A is an AW *-subal-
gebra in Z(A), and ® is a A-valued trace on A;. Then we can define
another Baer *-algebra, L(A, ®), of ®-measurable operators. The center
Z(A) is a vector lattice with a strong unit, while the centers of C(A),
S(A), and L(A, ®) coincide with the universal completion of Z(A). If
d is a derivation on C(4), S(A), or L(A,®) then d(pz) = pd(z) (p €
Pc(A)) so that d can be considered as band preserving in a sense (cp.
4.1.1 and 4.10.4). The natural question arises concerning these algebras:

4.14.C.6. WP(C): When are all derivations on C(A), S(A), or
L(A,®) inner? This question may be regarded as the noncommutative
Wickstead problem.

4.14.C.7. The classification of AW*-algebras into types is deter-
mined from the structure of their lattices of projections P(A); see Kus-
raev [228] and Sakai [353]. We only recall the definition of type I AW*-
algebra. A projection m € A is abelian if mAm is a commutative algebra.
An algebra A has type I provided that each nonzero projection in A
contains a nonzero abelian projection.

A C*-algebra A is B-embeddable provided that there is a type I AW™*-
algebra N and a #-monomorphism ¢ : A — N such that B = P.(N) and
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1(A) = 1(A)”, where 1(A)" is the bicommutant of 2(4) in N. Note
that in this event A is an AW™*-algebra and B is a complete subalgebra
of P.(A).

4.14.C.8. Theorem. Let A be a type I AW*-algebra, let A be
an AW*-subalgebra of % (A), and let ® be a A-valued faithful normal
semifinite trace on A. If the complete Boolean algebra B := P(A) is
o-distributive and A is B-embeddable, then every derivation on L(A, ®)
is inner.

<1 We briefly sketch the proof. Let <7 € V(B) be the Boolean val-
ued representation of A. Then & is a von Neumann algebra within
V(B).  Since the Boolean valued interpretation preserves classification
into types, &/ is of type I. Let ¢ stand for the Boolean valued represen-
tation of ®. Then ¢ is a ¥-valued faithful normal semifinite trace on
&/ and the descent of L(«, ) is x-A-isomorphic to L(A, ®); cp. Korol’
and Chilin [205]. Suppose that d is a derivation on L(A,®) and 4 is
the Boolean valued representation of d. Then § is a ¥-valued C"-linear
derivation on L(4, ). Since B is o-distributive, ¥ = C" within V(®)
and 0 is €-linear. But it is well known that every derivation on a type
I von Neumann algebra is inner; cp. Albeverio, Ajupov, and Kuday-
bergenov [23]. Therefore, d is also inner. >

4.15. COMMENTS

4.15.1. The theory of orthomorphisms stems from Nakano [320].
Orthomorphisms have been studied by many authors under various
names (cp. Aliprantis and Burkinshaw [28]): dilatators (Nakano [320]),
essentially positive operators (Birkhoff [58]), polar preserving endomor-
phisms (Conrad and Diem [93]), multiplication operators (Buck [74]
and Wickstead [408]), and stabilisateurs (Meyer [310]). The main stages
of this development as well as the various aspects of the theory of or-
thomorphisms are reflected in the books: Abramovich and Kitover [8].
Bigard, Keimel, and Wolfenstein [57], Aliprantis and Burkinshaw [28§],
Zaanen [427, Chapter 20], de Pagter [327], etc.; also see the survey papers
by Bukhvalov [75, Section 2.2] and Gutman [160, Chapter 6].

4.15.2. (1) Functional equations occur practically in all branches of
mathematics and have a wide variety of applications not only in math-
ematics but also in other disciplines. The first functional equations for
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determining linear and quadratic functions appeared in the medieval
centuries for using in applications. The first systematic treatment of
the theory of functional equations appeared in Cauchy [88]. For more
historical details we refer to Aczél and Dhombres [14]. The state-of-the
art of the theory can be grasped from the books: Aczél and Dhombres
[14], Castillo and Ruiz-Cobo [87], Czerwik [100], Kuczma [211], Hyers,
Isac, and Rassias [176], Kannappan [190], and Székelyhidi [373].

(2) Hamel [164] first succeeded in proving the existence of discontinu-
ous additive functions on R. Using the Zermelo Well-Ordering Theorem,
Hamel showed that R, viewed as a vector space over the rationals Q,
possesses a basis, a Hamel basis. Actually Hamel proved Theorem 4.2.2
for P = Q, whence the existence of a discontinuous additive function
follows easily. Recall also that the Zermelo Well-Ordering Theorem, the
Kuratowski—Zorn Lemma, and the axiom of choice are equivalent; see
[180]. Blass [61] showed that the axiom of choice follows if we assume
that each linear space over an arbitrary field has a basis.

(3) Theorem 4.2.4 is in Aczél and Dhombres [14, Theorem 2.3]. It
is also true that the image of every open interval by a noncontinuous
solution of (L) is dense in R. These results show that solutions to (L)
are either very regular or extremely pathological.

4.15.3. (1) The main result of Section 4.3 (Theorem 4.3.4) was es-
tablished by Kusraev [229]. The problem whether or not the inverse
of an injective band preserving operator on a vector lattice is also band
preserving was posed by Abramovich in 1992. Huijsmans and Wickstead
[175, Theorems 2 and 3] handled the problem under the additional as-
sumption that the domain vector lattice either is uniformly complete or
have the principal projection property. Later in Abramovich and Kitover
[8, Theorem 7.4] the result was generalized to vector lattices with a co-
final family of band projections. Its final form, stated in Theorem 4.3.6,
was obtained by the same authors [9, Theorem 3.3]. Theorem 4.3.10 and
Corollary 4.10.11 amount essentially to Theorem 14.8 in Abramovich and
Kitover [8].

(2) It follows from 4.3.8 that every orthomorphism is order contin-
uous. Order continuity of an extended orthomorphism was established
independently by Bigard and Keimel in [56] and by Conrad and Diem
in [93] using functional representation. A direct proof was found by Lux-
emburg and Schep [295]. Commutativity of every Archimedean f-algebra
was proved by Birkhoff and Pierce [60]; this paper also introduced the
concept of f-algebra. The lattice ordered algebras were surveyed by
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Boulabiar, Buskes, and Triki [68, 69]. The fact that Orth(D, X) is a vec-
tor lattice under the pointwise algebraic and lattice operations was also
obtained in Bigard and Keimel [56] and Conrad and Diem [93]. Ex-
tensive is the bibliography on the theory of orthomorphisms; and so we
indicate only a portion of it: Abramovich, Veksler, and Koldunov [11],
Abramovich and Wickstead [13], Bernau [51], Bigard and Keimel [56],
Duhoux and Meyer [111], Gutman [161, 162], Huijsmans and de Pagter
[173], Huijsmansand Wickstead [175], Luxemburg [291], Luxemburg and
Schep [295], Mittelmeyer and Wolff [312], de Pagter [329, 330], Wick-
stead [408, 410], and Zaanen [426].

4.15.4. (1) In Section 4.4 we follow Kusraev [229]. The property
of X\ in 4.4.8 is usually referred to as absolute definability. Gordon [138]
called a continuous function absolutely definable if it possesses an anal-
ogous property. For instance, the functions e*, logz, sinz, and cosx
are absolutely definable. In particular, these functions reside in every
Boolean valued universe, presenting the mappings from # to Z that are
continuations of the corresponding functions exp”(-), log"(-), sin”(-), and
cos”(+) from R" into R*. Practically all functions admitting a construc-
tive definition are absolutely definable.

(2) Instead of using continued fraction expansions in Section 4.4
we can involve binary expansions. In this event we have to construct
a bijection of & (w) onto some set of reals and apply 1.9.13 (3) in place
of 1.9.13 (2).

4.15.5. (1) The terms “local linear independence” and “local Hamel
basis” were coined in McPolin and Wickstead [309]. They appeared
in Abramovich, Veksler and Koldunov [11] under the names d-indepen-
dence and d-basis. Originally the concept was introduced by Cooper
[94]. For this concept we choose the terms d-independence and d-basis,
since it is somewhat weaker than that introduced in Kusraev [229] and
presented in Section 4.5: A local Hamel basis in the sense of Definition
4.5.1 is what one gets interpreting a classical Hamel basis in a Boolean
valued model, while a d-basis appears by interpreting a Hamel basis
together with the zero element.

(2) More precisely, consider a universally complete vector lattice X
represented as the reals # in the Boolean valued universe V(B) with
B = P(X); if & is an internal Hamel basis for # over R”*, then & is a
local Hamel basis in the sense of 4.5.1 (Theorem 4.5.7), while (& U{0}){
is a d-basis of X. Theorem 4.5.7, the main result of Section 4.5 was
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obtained in Kusraev [229, Proposition 4.6 (1)]. The representation in
4.5.3 and 4.5.4 is referred to as a d-expansion with respect to the local
Hamel basis (d-basis). More details about d-bases and d-expansions are
given in Abramovich and Kitover [8].

(3) The notions of d-independence and d-basis can be introduced
in an arbitrary vector lattice (see Abramovich and Kitover [10]). A
collection (z)yer of elements in a vector lattice X is d-independent
provided that for each band B in X, each finite subset {y1,...,v,} of T,
and each family of nonzero scalars ¢y, ..., ¢, the condition E:l:l Cy, L
B implies that z,, L Bfor:=1,...,n. A d-independent system (z.)er
is a d-basis provided that for each z € X there is a full system (By)aca
of pairwise disjoint bands in X and a system of elements (Y4 )aeca in X
such that each y, is a linear combination of elements in (x.)yer and
(£ — yo) L By for all a € A.

(4) The dimension 6(#) of the vector space Z over R" is a car-
dinal within V(®). The object §(%#) carries important information on
the interconnection of the Boolean algebra B and the reals R. Using
the properties of Boolean valued ordinals, we obtain the representation
0(#) = mix¢ bea}, where (be) is a partition of unity in B and (ag) is
a family of standard cardinals. This representation is an instance of
a “decomposition series” of B such that the principal ideals [0, b¢] are
“ag-homogeneous” in a sense.

4.15.6. (1) For locally one-dimensional vector lattices the term es-
sentially one-dimensional is also in use; see Abramovich and Kitover
[8]. Proposition 4.6.2 establishes the Boolean valued status of locally
one dimensionality: A laterally complete vector lattice is locally one-
dimensional if and only if its Boolean valued representation is a one-
dimensional vector space over the field R". Theorem 4.6.7 gives a neg-
ative answer to the following problem (Problem B in [9]): Is there a
bijective disjointness preserving linear operator between vector lattices
with a disjointness preserving inverse which is not order isomorphism?
The existence of such an operator was demonstrated in Abramovich and
Kitover [8, Theorem 13.4] with the help of d-basis. Theorems 4.3.4 and
4.5.7 enables us to reduce the problem to the easy exercise with a clas-
sical Hamel basis (see 4.6.6). Theorem 4.6.9 is due to Kusraev.

(2) An orthomorphism is a band preserving operator that is order-
bounded. In [408] Wickstead raised the question whether every band
preserving operator must be order bounded automatically. Existence
of an unbounded band preserving operator was announced for the first
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time in [11, Theorem 1]. Later, it was clarified that the situation de-
scribed in the paper is typical in a sense. Namely, it was established
by Abramovich, Veksler, and Koldunov in [12, Theorem 2.1] and by
McPolin and Wickstead in [309, Theorem 3.2] that all band preserv-
ing operators in a universally complete vector lattice are automatically
bounded if and only if this vector lattice is locally one-dimensional (The-
orem 5.1.2). (The definitions of locally one-dimensional K-space and lo-
cal Hamel basis, as well as the equivalence conditions (1)—(4) from 5.1.1,
are presented in McPolin and Wickstead [309].)

(3) It is seen from Theorem 4.3.4 and Corollary 4.3.5 that, at least in
the case of a universally complete vector lattice, the claim of the Wick-
stead problem reduces to simple properties of reals and cardinals within
V(B). But even the reader who mastered the technique (of ascending and
descending) of Boolean valued analysis might find the above demonstra-
tion bulky as compared with the standard proof in Abramovich, Veksler,
and Koldunov [12]; McPolin and Wickstead [309], and Gutman [161].
But the aim of the exposition is to demonstrate that the Boolean ap-
proach to the problem reveals new insights and new interconnections.

(4) Wickstead’s problem admits different answers depending on the
spaces in which the operators in question are considered. There are
many results that guarantee automatic boundedness for a band preserv-
ing operator in the particular classes of vector lattices. According to
Abramovich, Veksler, and Koldunov [12, Theorem 2.1] (see also [12],
[11]) every band preserving operator from a Banach lattice to a normed
vector lattice is bounded. This claim remains valid if the Banach lattice
of departure is replaced by a relatively uniformly complete vector lattice
[12]. In McPolin and Wickstead [309] a similar result is obtained for
the band preserving operators in a relatively uniformly complete vector
lattice endowed with a locally convex locally solid topology.

(5) Counsider a band preserving operator S : £ — 2/ satisfying the
Cauchy exponential equation: S(z +y) = S(z)S(y) for all z,y € Z|.
If, moreover, S enjoys the condition S(A\z) = S(x)* for all 0 < X € R
and x € Z/; then we call S an exponential operator. Say that S is order
bounded if S sends order bounded sets to order bounded sets. If o is
the ascent of S then o is exponential within V(B), Therefore, in the class
of functions bounded above on some nondegenerate interval we see that
o =0or o(x) = e for all x € # and some ¢ € #. This implies the
following (see Gutman, Kusraev, and Kutateladze [163]):

Each band preserving exponential operator S on % is order bounded
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(and so S may be presented as S(x) = e for all x € %#| and some
c €| or S is identically zero).

(6) An analogous situation takes place if S satisfies the Cauchy log-
arithmic equation S(zy) = S(x)+ S(y) for all 0 < z,y € #Z| and enjoys
the condition S(z*) = AS(z) for all A € R and = > 0. (The record
0 < z means that 0 < z and zt+ = #).) We call an S of this sort
a logarithmic operator. We may now formulate another equivalent claim
as follows:

Every band preserving logarithmic operator S on {x € %/ : © > 0}
is order bounded (and, consequently, S may presented as S(z) = clogz
for all 0 € x € #| with some ¢ € Z).

4.15.7. (1) In Section 4.7 we follow Gutman [161]. The claim of 4.6.4
can be considered as a solution to the Wickstead problem about the
order boundedness of all band preserving operators. But the new no-
tion of locally one-dimensional vector lattice crept into the answer. The
novelty of this notion led to the conjecture that it coincides with that
of a discrete (= atomic) vector lattice. In 1981 Abramovich, Veksler
and Koldunov [12, Theorem 2.1] gave a proof for existence of an or-
der unbounded band preserving operator in every nondiscrete univer-
sally complete vector lattice, thus seemingly corroborating the conjec-
ture that a locally one-dimensional vector lattice is discrete (also cp. [4,
Section 5]). But the proof was erroneous. Later in 1985, McPolin and
Wickstead [309, Section 3] gave an example of a nondiscrete locally
one-dimensional vector lattice, confuting the conjecture. But there was
an error in the example. Finally, Wickstead [13] stated the conjecture
as an open problem in 1993.

(2) This problem was solved by Gutman [161]: He constructed
an atomless Dedekind complete vector lattice with a singleton d-basis.
Moreover, Gutman gave a purely algebraic description of locally one
dimensional universally complete vector lattices (see Theorem 4.7.6).
Proposition 4.7.11 is also due to Gutman (see Gutman, Kusraev, and
Kutateladze [163]).

4.15.8. (1) It follows from Theorems 4.8.5 and 4.1.7 that a vector
lattice with the projection property is locally one-dimensional if and only
if each band preserving projection operator on it is a band projection.
Thus, a vector lattice with the projection property is locally one-dimen-

sional if and only if all band preserving projection operators are is order
bounded.
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(2) Theorem 4.8.9, the main result of Section 4.8, is due to
Abramovich and Kitover [7, Theorem 3.4]. But the description of the
unbounded part of a band preserving projection operator P in [7, The-
orem 3.4] relies upon Theorem 3.2 in [7] which is incorrect. Indeed, as
can be seen from the proof of 4.8.7, a componentwise closed and later-
ally complete sublattice Xy C X admits infinitely many band preserving
projections P with Xy = im(P) or X = ker(P) each of which is defined
by the particular choice of Z7.

(3) Since the space of R"-linear functions in # admits a complete
description that uses a Hamel basis (cp. 2.1.7 (2)); therefore, Endy (Z))
may be described completely by means of a (strict) local Hamel basis.
But this approach will evoke some problems of unicity.

4.15.9. (1) Theorem 4.9.8, the main result of Section 4.9, was proved
by Kusraeva [259] using the d-basis machinery from Abramovich and
Kitover [10, Theorem 3.4]. Our proof utilizes a Hamel basis within
a Boolean valued model. Propositions 4.9.2, 4.9.3, and 4.9.7 are taken
from Boulabiar, Buskes, and Sirotkin (Lemma 3.1, Proposition 3.2, and
Theorem 3.3 of [67], respectively).

(2) Boulabiar, Buskes, and Sirotkin in [67, Theorem 4.6] proved
among other things that an Archimedean vector lattice X is Kaplan-
sky complete if and only if each locally algebraic orthomorphism on X is
a strongly diagonal operator. Recall that a vector lattice X is Kaplansky
complete if for every countable infinite disjoint set E in X there exist
u € X and an infinite set F' C E such that u A f = 0 for all f € F,
and a linear operator T on X is locally algebraic if for every u € X,
there exists a nonzero polynomial ¢ € R(z) (depending on ) such that
©(T)(u) = 0. Thus Kaplansky completeness amounts to saying that
every locally algebraic orthomorphism is algebraic.

4.15.10. The definition of complex vector lattice in Section 4.10 is
due to Lotz [287]. Complex vector and Banach lattices are treated in
the books by Abramovich and Aliprantis [5, Section 3.2], Meyer-Nieberg
[311, Section 2.2], Schaefer [356, Chap. II, Section 11], and Zaanen [427,
Sections 91 and 92] and [428, Chapter 6]. An axiomatic approach to
complex vector lattice was used in Mittelmeyer and Wolff [312].

4.15.11. (1) Detailed presentation of a portion of field theory in
4.11.1-4.11.9 is in Bourbaki [70, Chapter V], Van der Warden [405], and
Zariski and Samuel [429, Chapter II]. Theorem 4.11.9 in the present form
is from Gutman, Kusraev, and Kutateladze [163, Theorem 3.2.7].
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(2) Two arbitrary transcendence bases for a field over a subfield have
the same cardinality called the transcendence degree (cp. [429, Chap-
ter II, Theorem 25]). Let 7(%) be the transcendence degree of € over C*
within V(B). The Boolean valued cardinal 7(%’) carries some information
on the connection between the Boolean algebra B and the complexes
%. Each Boolean valued cardinal is a mixture of relatively standard
cardinals; i.e., the representation 7(%) = mix, beag holds, where (be) is
a partition of unity of B and (o) is some family of cardinals (cp. 1.9.7
and 1.9.11). Moreover, for B¢ := [0,b¢] we have V(B = 7(%) = ag.
In this connection, it would be interesting to characterize the complete
Boolean algebras B such that 7(%) = " within V(®) for some cardinal a.

(3) Given & C X, denote by (Z") the set of elements of the form
e’ - -ep®, where eq,...,ex € & and k,ny,...,ny € N. Aset & C X
is locally algebraically independent provided that (&) is locally linearly
independent in the sense of 4.5.1. This notion, presenting the external
interpretation of the internal notion of algebraic independence (or tran-
scendence), seems to turn out useful in studying the descents of fields
(cp. Kusraev and Kutateladze [249, Section 8.3]) or the general regular
rings (cp. Goodearl [131]).

4.15.12. (1) Theorems 4.12.1 and 4.12.6 as well as Corollaries 4.12.7
and 4.12.11 were obtained by Kusraev [231] (see also [163, 232]). In
particular, if g is an atomless Maharam measure then the algebra
L2(9, %, 1) admits nontrivial derivations which are evidently not inner
and also not continuous with respect to the topology of convergence in
measure. Ber, Chilin, and Sukochev [48] proved independently that the
algebra L2 ([0, 1]) of all (classes of equivalence of) measurable complex
functions on the interval [0, 1] admit nontrivial derivations. Some ex-
tensions of this result and interesting related questions are discussed in
Ber, de Pagter, and Sukochev [49].

(2) Using the same arguments as in Section 4.12, we can infer from
4.12.8 that if R* # Z then there are nontrivial derivations on the real
f-algebra #Z]. Thus, in the class of universally complete real vector
lattices with a fixed structure of an f-algebra the absence of nontrivial
derivations is equivalent to the o-distributivity of the base of the algebra
under consideration. At the same time there are no nontrivial band pre-
serving automorphisms of the f-algebra Z.|, regardless of the properties
of its base (see 4.12.8).

(3) It is well known that if @ is a compact space then there are
no nontrivial derivations on the algebra C(Q,C) of continuous complex
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functions on Q; for example see Aczél and Dhombres [14, Chapter 19,
Theorem 21]. At the same time, we see from 4.12.6(1,4) that if Q
is an extremally disconnected compact space and the Boolean algebra
of the clopen sets of @ is not o-distributive then there is a nontrivial
derivation on Cw (@, C).

(4) Let L2(Q, %, 1) be the space of all (cosets of) measurable com-
plex functions, and let LZ (€, X, 1) be the space of essentially bounded
measurable complex functions. Then L (), X, p1) is isomorphic to some
C(Q,C); consequently, there are no nontrivial derivations on it. If
the Boolean algebra B(£2,X, u) of measurable sets modulo negligible
sets is not atomic (and therefore it is not o-distributive; cp. 4.7.11);
then, by 4.12.6 (4), there exist nontrivial derivations on L2(Q, %, p)
(cp. [48, 230, 219]). The same is true about the spaces L™ (Q, %, 1)
and L°(Q, X, 1) of measurable real functions.

(5) Consider a band preserving operator S : X — X with X := ¢
satisfying the Cauchy functional equation S(u + v) = S(u)S(v) for all
u,v € X. If, in addition, S satisfies the condition S(\u) = S(u)* for
arbitrary A € C and u € X then we say that S is exponential. Say that
S is order bounded if S sends order bounded sets to order bounded sets.
If o is the ascent of S then ¢ is exponential within V(B); therefore, in the
class of functions bounded from above on a nonzero interval, we have
either 0 = 0 or o(z) = e (x € €) for some ¢ € X; see Aczél and
Dhombres [14, Chapter 5, Theorem 5]. Hence, we conclude that X is
locally one-dimensional if and only if every band preserving exponential
operator in X := €] is order bounded (and consequently has the form
S=0orS(z)=e* xeC, for somece X).

(6) Kurepa [214] proved that an additive function f : R — R is
a derivation if and only if f(x) = —22f(1/z) for all 0 # z € R. In-
terpreting this fact in a Boolean valued model and using the method of
Section 4.12 we arrive at the following result: A band preserving linear
operator T in a universally complete real vector lattice X is a derivation
if and only if Tx = —x?T(z~ 1) for all invertible x € X. In a similar
fashion, we can prove some vector lattice counterparts of various char-
acterizations and properties of derivations in R and C.

4.15.13. (1) See Theorem 4.13.3 in Kuczma [211, Theorem 12.5.2].
Theorem 4.13.5, the main result of Section 4.13, was proved by Kusraeva
[260] using the technique of d-bases. In view of Corollary 2.4.7 a few
points to note about spaces without complex structure should be made.

(2) Recall that a (real) Banach space X is said to admit complex
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structure if there exists a bounded linear operator T on X with T2 =
—Ix. This enables us to define on X a structure of vector space over
C as in 4.13.7. Moreover, we can define a complex norm on X which
is equivalent to the original. A finite-dimensional vector space admits
complex structure if and only if the dimension of the space is even. In the
infinite-dimensional setting, there are real Banach spaces admitting no
complex structure. This is the case of the James space, as it was shown
by Dieudonné [104]. More examples of this kind have been constructed
over the years, including uniformly convex examples (Szarek [371]), the
hereditary indecomposable space of Gowers and Maurey [143], etc. (see
also [142, 144]).

(3) It is worth observing at this point that some complex Banach
spaces cannot be obtained as the complexification of any real Banach
space. Bourgain [71] proved the existence of such space using proba-
bilistic arguments; the first explicit example was given by Kalton [189].
A finite-dimensional version of this result was independently developed
by Szarek [372].

4.15.14. (1) Concerning the Boolean valued representation of lattice
ordered rings and modules see Kusraev and Kutateladze [249], Ozawa
[325], and Takeuti [384]. Definition 4.14.A.6 and Theorem 4.14.A.7 were
introduced in Gutman, Kusraev, and Kutateladze [163, Theorem 4.3.6].

(2) Recently, Chilin and Karimov [90] obtained a classification result
for regular laterally complete modules over a universally complete f-
algebra A := Coo(Q). They introduced the passport I'(X) = (by)~er
for a such module X which is the uniquely defined partition of unity
in B:= P(A) indexed by a set of pairwise different cardinals with b,X
being strictly y-homogeneous for all ¥ € T' (cp. 4.6.8). Then they proved
that A-modules are isomorphic if and only if their passports coincide [90,
Theorem 4.3]. It can easily be seen that a regular laterally complete (in
the sense of [90]) A-module X is represented as X = 2°] where 2 is
a real vector space in V(B). Moreover, dim(Z2") € V(B), the algebraic
dimension of 2, is an internal cardinal and, according to 1.9.11, we
have dim(.2") = mix,er b,y where T' is a set of cardinals and (by),er
is the passport of X. Thus, the passport I'(X) is the interpretation of
the algebraic dimension dim(.2"), whence the result ensues.

(3) The characterization in Theorem 4.14.B.7 of a universally com-
plete vector lattice in which all band preserving bilinear operators are
symmetric is due to Kusraev [236]. The following corollary is imme-
diate from this fact and 4.7.7: Let (Q, %, 1) be a nonatomic Maharam
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measure space and let L°(, %, 1) be the vector space of all cosets of (al-
most everywhere equal) real measurable functions. Then there exists an
essentially nontrivial separately band preserving antisymmetric bilinear
operator in L°(2, %, ).

(4) Theorem 4.14.C.8 is taken from Gutman, Kusraev, and Kutate-
ladze [163, Theorem 4.3.6]. This fact lies in an interesting area of the
theory of noncommutative integration stemming from Segal [362]. Con-
siderable attention is given to derivations in various algebras of mea-
surable operators associated with an AW *-algebra and a central valued
trace. We mention only the article [23] by Albeverio, Ajupov, and Ku-
daybergenov and the article [49] by Ber, de Pagter, and Sukochev.



CHAPTER 5

Order Continuous Operators

The approach of Chapter 3 is not applicable directly to order con-
tinuous operators since we lose order continuity in ascending an oper-
ator (see 3.3.2). The technique of ascending in Chapter 4 preserves
order continuity, but this approach treats a narrow class of band pre-
serving operators. In this chapter we pursue another approach that
rests on Maharam’s ideas. This chapter focuses on Maharam operators
in Dedekind complete vector lattices. The Maharam operators possess
the most important properties of conditional expectation and enjoy the
Radon—Nikodym type theorem and the Hahn type decomposition theo-
rem. Surprisingly, each injective Banach lattice admits some Maharam
operator that completely determines the structural particularities of the
lattice. We will also consider some classes of operators whose definitions
depend implicitly or explicitly on Maharam operators.

5.1. ORDER BOUNDED MODULE HOMOMORPHISMS

Here we will address the Boolean valued representation of f-module
homomorphisms and suggest some construction of f-modules that cor-
responds to the natural embedding into the order bidual in the case of
order bounded functionals.

5.1.1. Assume that A is an f-algebra, while X and Y are f-modules
over A. A linear mapping T : X — Y is called an A-module homomor-
phism or A-linear if T'(ax) = aTx for all z € X and a € A. Denote by
LA(X,Y) the A-module of all A-linear operators from X to Y and de-
fine L7 (X,Y") as the submodule of L 4(X,Y") consisting of order bounded
operators; i.e., L3 (X,Y):= La(X,Y) N L~(X,Y). Let L}, 4(X,Y) be
the part of L% (X,Y) comprising order continuous operators. If YV is
Dedekind complete then L% (X,Y) and Ly 4(X,Y) are f-modules over
A as indicated in 2.11.1.
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5.1.2. If X and Y are f-modules over A, with Y Dedekind complete;
then L3 (X,Y) and L}, 4,(X,Y) are bands in L™(X,Y).
< Given a € A, define @ € Orth(X) and a € Orth(Y) by putting

ax:=azx (r € X) and ay:= ay (y € Y). Now define the endomorphisms
R, and L, of L™ (X,Y) as

Ry(T):=Tod, Lo(T):=aoT (T e L™(X,Y)).

Observe that R, and L, are orthomorphisms in L™ (X,Y") (see 5.3.2(1))
and an order bounded operator T' € L™~(X,Y") belongs to L% (X,Y) if
and only if R, (T) = Lo(T') for all a € A, so that

L3(X,Y) = ) ker(Rq — L)
acA

Thus, L3 (X,Y) is a band, since the kernel ker(R, — L,) of the ortho-
morphism R, — L, is a band. It remains to note that Ly ,(X,Y) is
the intersection of the two bands in L™~ (X,Y’), namely, L% (X,Y) and
LY(X,Y). >

5.1.3. Assume that X and Y are unital f-modules over a Dedekind
complete f-algebra A with unit which we identify with an f-subalgebra
and an order ideal in AY:= %]. Put B:= P(A) and let 2°,% ¢ V(B
stand for the Boolean valued representations of X and Y, respectively.
Recall that [2" and # are real vector lattices] = 1. So, 2'| and #|
are f-modules over AY, and there are f-module isomorphisms ¢ from X
to X':= 2| and 7 from Y to Y':= #| such that 2"] = mix(+(X)) and
%) = mix(x(Y)) (cp. 2.11.4 and 2.11.9). Let L(2Z,%) stand for the
element in V(®) uniquely defined by the relation: .7 € L(2", %)} if and
only if [7 is a linear operator from 2 to %] = 1. Then L(Z",#)] is an
A¥-module and, given .7 € L(2",% )], the descent 7| is an A"-linear
operator from X’ to Y. The spaces L(Z,%), L(X,Y), and L(X',Y")
are considered as ordered vector spaces with the cones of positive oper-
ators.

5.1.4. Theorem. For each A-linear operator T : X — Y there exists
a unique 7 € V® such that [7 is a linear operator from 2" to ¥ = 1,
T':= 7| is an A"-linear operator from X' toY’, and 30T = T" o1. The
mapping T + 7 is an order preserving injection from L4(X,Y) into
L(%Z,%)| and the mapping  — | is an order preserving bijection
from L(Z ,%)] onto La(X',Y").
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<1 By Theorem 2.11.9 we can assume without loss of generality that
X CX and Y C Y’ with X’ = mix(X) and Y’ = mix(Y"), while ¢+ and
7 are the embeddings. If b = [x1 = z2] and 7 := j(b) with 5 defined as
in 2.11.4, then nx1 = wxy and so 7Tz = T(wx1) = T(mwaxe) = maTxs.
It follows that b < [Tz; = Txz3]. Thus T is extensional and we can
define 7 := T1. In view of 1.6.5 .7 is a mapping from 2 to % within
V() since Xt = .2 and Y1 = #. By 1.6.6 we have T"|x = T. If .7 is
one more linear operator from 2" to % within V(®) and (7]) o2 = j0T
then 7" and .7 : X’ — Y coincide on 2(X) and so T' = 7| by 1.6.5,
since both T' and .7 | are extensional. It follows that 7 = 7.

Let ® and & stand respectively for scalar multiplication and addition
on 2, %, and #Z. From the properties of ascents and descents it follows
that the identities Tz =Tz, a®Ox = ax, aQy = ay, x1 ®x; = T1 + Ta,
and y1 ® Y2 = y1 + v hold within V(B for all z, 21,20 € X, y1,y2 € Y,
and a € A. Combining these and the formula %] = mix(A), we deduce
from 1.5.2 and 1.6.2 that .7 is linear within V(® if and only if 7T is
A-linear:

[[(Val,ag S %)(VI‘hl‘g S gLV)
T(a10z1®azOr2) =a1 © T (x1) D az ® T (z2)]

= /\ /\ [[T(alml + azaﬂz) = alT(xl) + a2T($2)]] =1

ai,as€A x1,220€X

The same argument implies that .7 is linear within V(®) if and only if T”
is A¥linear. It follows from 1.6.7 that .7 — 7| is a bijection between
L(Z,%)land Lo(X',Y"), while T — 71 is an injection from L4 (X,Y)
into L(Z,%)]. The linearity of these mappings may be proved by the
argument similar to that in the proof of Theorem 3.3.3. Finally, by 1.5.1
we have

[7(24) c ] =1 (T(Z)) (Pl
= TU(Z)+) C (@) = T'(X}) CY],

whence .7 is positive within V(®) if and only if 7" is positive. >

5.1.5. We make some additional remarks using the same notation
as in Theorem 5.1.4. Note first that, since L4 (X',Y”’) and L(2Z,%){
are linearly and order isomorphic, T or T” is regular if and only if 7 is
regular within V(B),
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(1) The order boundedness of .7 may be written as (Va € 25)(3b €
%,)7 (|—a,a]) C [~b,b]. Interpreting this formula within V(®) and con-
sidering that 7 ([—a,a])l = T'([—a,a]), it is easy to show that 1" is
order bounded if and only if so is .7 within V(®). In particular, the
order boundedness of T implies that .7 is order bounded within V().
But the converse is not true: If .7 is order bounded then T have the
following “slicewise” order boundedness property: for each a € X there
exist a partition of unity (m¢) in P(A) and a disjoint family (b¢) in Y4
such that m¢T'([—a,a]) C [—be, be] for all &.

(2) A positive operator T € L'y (X,Y) is order continuous if and only
ifsois 7 € L"(Z, %) within V(E),

<1 According to 3.1.2 (1) there is no loss of generality in assuming that
T and T" are positive. Observe that T and T are or are not order contin-
uous simultaneously, since X and Y are order dense sublattices in X’ and
Y’ respectively. If [« is a downward directed set in 2" and inf(&/) =
0] = 1, then A:= 27| is also downward directed and inf(A4) = 0 in X"
The order continuity of 7" implies that inf(7 (7)) = inf(T'(4)) = 0
within V(®), Conversely, if .7 is order continuous within V(®) and A ¢ X’
is downward directed with inf(A) = 0, then [« := At is upward di-
rected and inf(e/) = 0] = 1; consequently, for y:= inf(7"(A)) we have
[a =inf(J (7)) = 0] =1, whence a = 0. >

Given a real vector lattice 2  within V() denote by 2™~ and
Z.> the internal vector lattices of order bounded and order continu-
ous functionals on %, respectively. More precisely, [c € 2] = 1
and [o € Z,°] = 1 mean that [o : £ — # is an order bounded
functional] = 1 and [o : 2~ — Z is an order continuous functional] = 1,
respectively.

5.1.6. Corollary. Let Y be a Dedekind complete vector lattice and
let X be a unital f-module over A:= Z(Y). For every T € L} (X,Y)
there exists a unique 7 € V(®) such that [ : 2 — % is %-linear and
order bounded] = 1, T" := 7| is an order bounded A"-linear operator
from X' to #|, and j0T = T’ o1. The mapping T + T is an injection
from L3(X,Y) into (2~){ and from L} ,(X,Y) into (2,7){. The
mapping T — Tl is a lattice isomorphism of (£ )| onto L% (X', Y")
and (%)) onto Ly 4(X',Y").

5.1.7. Theorem 5.1.4 and Corollary 5.1.6 enable us to treat some
classes of module homomorphisms on f-modules over A as R-linear op-
erators and, whenever A is the center of the range vector lattice, as



274 Chapter 5. Order Continuous Operators

R-linear functionals. As an illustration consider the interpretation of
Nakano’s results concerning the embedding a vector lattice into the or-
der continuous bidual. To do this we need to recall some more definitions
and facts.

Consider an order ideal ¢ in L} 4(X,Y). Note that then ¢ is a f-
submodule of L7, 4(X,Y). For an arbitrary z € X define the operator
t: # =Y bya(T):=Txforall T € #. Clearly, & € L} ( 7,Y),
since & = (z%) = (7)), 2 is a positive operator whenever z € X,
and £(aI) = T(ax) = a&(T) for all @ € A and T € #. More-
over, I € L;A(/,Y). Indeed, if a net T, in ¢ is decreasing and
inf, T, = 0, then o-lim, Z(T,) = 0, since |Z(Tw)| = |Tu(z)] < Ta(z|)
and o-limT,(|z]) =0in Y for all z € X.

The mapping = +— & is called the natural embedding of X to
L3( 7. 7).

An f-module X over A:= Z(Y) is said to be Y-perfect with respect to
J (or Y-perfect whenever # = L7 ,(X,Y)) if the natural embedding
is a bijection of X onto L;“,A(/,Yj. In case Y = R we say that X is
perfect with respect to ¢ .

5.1.8. Theorem. Let X be a vector lattice, and let ¢ be an ideal
of X’. Then the embedding x — % is an order continuous lattice homo-
morphism from X to # whose range is an order dense vector sublattice
of #. The natural embedding is an injection if and only if # separates
the points of X.

< See Aliprantis and Burkinshaw [28, Theorem 1.70] and Zaa-
nen [427, Theorem 109.3]. >

5.1.9. Theorem. A vector lattice X is perfect with respect to an
order ideal ¢ in X if and only if 7 separates the points of X and,
given an increasing net (zo) in Xy such that sup, f(z,) < oo for each
0< f € ¢, there exists some x € X satisfying v = sup,, o in X.

< See Aliprantis and Burkinshaw [28, Theorem 1.71] and Zaa-
nen [427, Theorem 110.1]. >

5.1.10. Theorem. Let X be an f-module over A:= Z°(Y) with Y
a Dedekind complete vector lattice and _# an order ideal in L, 4(X,Y)
separating the points of X. Then

(1) The natural embedding is an order continuous A-linear lattice
isomorphism from X to Ly, ,(_7,Y) whose range is an order dense sub-
lattice of Ly 4( 7,Y).
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(2) X is Y-perfect with respect to ¢ if and only if, given an increas-
ing net (xo) in X with sup, Tz, existing in Y for all T € ¢, there
exists ¢ € X such that x = sup, Zo.

<1 We use the same notation as in Theorem 5.1.4 and Corollary 5.1.6
and identify B with P(A). Assume that X = X’ and Y = Y’'. Put
J={T1: T € _#}1 and observe that J is an order ideal in % .
Indeed, according to Corollary 5.1.6, L ,(X',Y’) and (Z,)| are f-
module isomorphic under the ascent and the isomorphism sends _# onto
an order ideal in (2,)], say ¢ ; therefore, [J = _#1 is an order ideal
in (Z,7)] = 1. By Corollary 5.1.6 the mapping 7 — 7/ is a lattice
isomorphism of (J)J onto Ly 4(_#',Y") where ¢#":= J|.

Show that [J is point separating] = 1. Take z € X and put b, :=
b= [z # 0]. From the Kutatowski-Zorn Lemma it is easy to derive
that there exist a partition (b¢)eezuie,) of unity in P(A) and a family
(TS)EEEU{&)} in j such that T¢, = 0, be, = bL, and by < [[Tgl‘ #+ 0]]
for all £ € E. Define 7, := 7 € 27 as 7 := miXeeguqe,} (be(TeT))-
Clearly, b < [T =Tt A [Tt € 3] < [T € J] for all £ € Z2U{&}
and be < [To = Tetz] A [Tete # 0] < [Tz # 0] for all €2, so that
[Z: € 3] =1 and b, < [Tz # 0]. The result follows from simple
calculation through 1.2.3, 1.5.2, and 1.6.2:

[3J is point separating] = [(Vz € 27)(z # 0 — (37 € J)7(x) #0)]

= /\ [x # 0] = \/[[T(a:);éO]]> /\ by = [Z(z) #£0] = 1.

rzeX'’ TEJL reX'

Let ® and ¢ stand respectively for the natural embeddings of X to
Ly( Z,Y) and of 2 to J,/. Then [¢(z)r = 72 = Te = &(2)T] =1
forall z € X, T € #, and 7 := T1. It follows that ¢ := 1 with
®: X — 37| defined as [&(x)7:= ®(z)(T) = Tz] = 1 for 7 = T4 and
T € _#. From this we can easily derive that ¢(2") = {®(x): z € X}1
or, equivalently, ¢(2")| = mix{®(z)1: z € X}.

By transfer, Theorems 5.1.8 and 5.1.9 are true within V(®). Thus,
by Theorem 5.1.8 [¢ : 2 — J~ is an order continuous lattice iso-
morphism and ¢(Z") is an order dense sublattice of J) ] = 1. Clearly
& = ¢| is a lattice isomorphism and in view of 5.1.5(2) it is also order
continuous. Moreover, <i>(X ) is an order dense sublattice in J;], since
(X)) = ¢(2)} by 1.5.3. Tt follows that ®(X) is order dense sublattice

in Ly o( 7', Y").
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The necessity in (2) is straightforward. To prove the sufficiency,
assume that for each increasing net (z,) in X; with sup, Tz, exist-
ing in Y for all T € _# there exists + € X such that x = sup, za.
Then it can easily be seen that, given an increasing net (z,) in 2
such that sup, 7(z,) < oo for each 0 < 7 € J, there exists some
x € XA satisfying * = sup, 2o in Z. By Theorem 5.1.9 we have
[ 2 is perfect] = [¢(2) = 33] = 1. Thus, ®(X) = J3) and
®(X) =Ly 4(7',Y") by passing to descents. >

5.2. MAHARAM OPERATORS

Under discussion is some class of the order continuous positive opera-
tors that behave like functionals in many aspects. We establish a Radon—
Nikodym-type Theorem for these operators.

5.2.1. Throughout this section X and Y are vector lattices with Y
Dedekind complete. A positive operator T': X — Y is said to have the
Maharam property (or T is said to be order interval preserving) whenever
T[0,z] = [0,Tz] for every 0 < z € X; i.e., if for every 0 < z € X and
0 < y < Tz there is some 0 < u € X such that Tu =y and 0 < u < z.
A Maharam operator is an order continuous positive operator whose
modulus enjoys the Maharam property.

Say that a linear operator S : X — Y is absolutely continuous with
respect to 7' and write S < 7T if |S|z € {|T|z}** for all z € X,. It can
easily be seen that if S € {T}++ then S < T, but the converse may be
false.

5.2.2. The null ideal .47 of an order bounded operator 7' : X — Y is
defined by A7 := {z € X : |T|(Jz|) = 0. Observe that .47 is indeed an
ideal in X. The disjoint complement of A7 is referred to as the carrier
of T and is denoted by ér, so that €r:= 7. An operator T is called
strictly positive whenever X = ér; i.e., 0 < z € X implies 0 < |T|(x).
Clearly, |T'| is strictly positive on 7. Sometimes we find it convenient
to put Xp:= %r and Y7:= (imT)*++.

A positive operator T : X — Y is said to have the Levi property if
sup x, exists in X for every increasing net (z,) C X, provided that
the net (Tz,) is order bounded in Y. For an order bounded order
continuous operator T from X to Y denote by Z,,(T) the largest ideal
of the universal completion X" onto which we can extend the operator
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T by order continuity. For a positive order continuous operator 1" we
have X = 2,,,(T) if and only if T has the Levi property.

The following theorem describes an important property of Maharam
operators, enabling us to embed them into an appropriate Boolean val-
ued universe as order continuous functionals.

5.2.3. Theorem. Let X and Y be some vector lattices with Y having
the projection property and let T be a Maharam operator from X toY.
Then there exist an order closed subalgebra % of B(Xr) consisting of
projection bands and a Boolean isomorphism h from B(Yr) onto % such
that T(h(L)) C L for all L € B(Yr).

<1 Without loss of generality, we can assume that 7" is strictly positive
and Y = Yr. For each band L in Y, we put h(L) :={z € X : T(|z|) €
L}. Clearly, h(L) is a vector subspace of X with h({0}) =0 and h(Y) =
X. Moreover, T'(h(L)) C L for all L € B(Y7) by the very definition of
h.

Prove that h(L) is a band in X for every L € B(X). Indeed, if
x € h(L),u € X, and |u| < z then T(|u|) < T'(z) € L; i.e., u € L, which
proves that h(L) is an order ideal. Suppose that a set A C h(L) N X
is directed upwards and bounded from above by x¢p € X;. Then the
set T(A) C L4 is bounded above by T'(zp). Consequently, taking o-
continuity of T" into account, we obtain

T(sup(A)) =sup{T(z): =z € A} € L.

Thus, sup (4) € L. Hence, h(L) is a band in X.

It is easily seen that the mapping h : B(Y) — B(X) is increasing:
Ly C Lo implies h(L1) C h(L3). We now demonstrate that h is injective.
To this end, we suppose that h(L1) = h(Ls) for some L1, Ly € B(Y) and,
nevertheless, Ly # Ly, say Ly N Ly # @. Take an element 0 < y € L;
such that y | Ly. Since y € Ly CY = T(X)*+, there exist 0 < y; € Y
and 0 < z € X such that y1 < y AT(z). If yo := T(z) — y1 then,
by the Maharam property, z = 21 + z3 and T(x;) = y; (I := 1,2) for
some 0 < z; € X (I := 1,2). But then z; € h(L;) and z; ¢ h(L2),
contradicting the assumption h(Lq) = h(Lz). This proves the injectivity
of h.

Consider the inclusion ordered set % := im(h); ie., & = {K €
B(X) : K = h(L), L € B(Y)}. The above established fact means
that h is an isomorphism of the ordered sets B(Y') and #. Clarify what
operations in Z correspond to the Boolean operations in B(Y) under the
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order isomorphism h. First of all, observe that

h(inf(%)) = h(ﬂ @/) =(Wh(L): Lew} (% CBY)).

Further, let Ly @ Ly be a disjoint decomposition of the vector lattice Y.
Then h(L1) N h(Lz) = {0}. Given z € X, we have the representation
Tz = yy + y2 with y; := [L;](y) (I := 1,2). Hence, by the Maharam
property for T, there exist u; and us € X such that |z| = uy + us
and T(w) = y (I := 1,2). Furthermore, for some z1,z2 € X, we
have © = x1 + x2 and |z;| = w; (I := 1,2). This yields z1 € h(L;)
and zg € h(Lz). Consequently, X is the algebraic direct sum of h(L;)
and h(Lg2). Moreover, if z; € h(L;) (I := 1,2) then T(|z1]| A |z2|) <
T(|z1)AT (|z2]) € L1NLy = {0}. Hence T'(|z1|A|z2|) = 0 and, since T is
strictly positive, we obtain z; L x5. So, the bands h(L;) and h(Lz) form
a disjoint decomposition of the vector lattice X. Thus, h(L*) = h(L)*
for all L € B(Y). Since the mapping h : B(Y) — £ preserves infima and
complements, it is an order continuous monomorphism of B(Y) onto
an o-closed subalgebra % of the Boolean algebra B(X). The proof is
complete. >

5.2.4. It is worth pointing out some corollaries to Theorem 5.2.3.
Assume that X, Y, and T are as in 5.2.3.

(1) If S: X — 'Y is a positive operator absolutely continuous with
respect to T then S(h(L)) C L for all L € B(Yr).

< Given L € B(Yr) and x € h(L), we evidently have
|S(2)] < S(lz]) € {T(|l=)}*+ c L
and thus S(h(L)) C L. >

(2) There exists a Boolean isomorphism h from P(Y') onto an order
closed subalgebra of P(X) such that 7S = Sh(w) for all m € P(Y)
whenever S : X — Y is a positive operator absolutely continuous with
respect to T'.

< Let B be a Boolean algebra of projections onto the bands in .
Denote by the same symbol h the respective isomorphism from P(Y")
onto B C P(X). It follows from (1) that 7+ o Soh(r) =0 or Soh(r) =
7o S oh(n). Replacing m by 7+ we obtain 70 S = 70 S o h(r). We thus
arrive at the sought relation 7o S = S o h(7). >

5.2.5. Let X and Y be Dedekind complete vector lattices and T
a Maharam operator from X to Y. Then there exists an f-module
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structure over % (YY) on X such that an order bounded operator S from
X to Y is absolutely continuous with respect to T' if and only if S is
% (M)-linear.

<1 We can assume that T is strictly positive, because otherwise the
f-module multiplication on X7 can be extended to the whole X by
putting az := anz for all z € X and a € Z(Y) where 7 is the band
projection onto Xp. The Boolean isomorphism A from 5.2.4(2) can
uniquely be extended to an f-algebra isomorphism from Z2°(Y") onto an
f-subalgebra in Z(X). Denote this isomorphism by the same symbol h.
An f-module structure over Z°(Y) on X is induced by putting az :=
h(a)z for all @« € Z(Y) and x € X. Take an operator S absolutely
continuous with respect to T. If a:=Y";" | Ay, where Aq,..., A\, € Ry
and {7, ..., 7, } is a partition of unity in P(Y), then, in view of 5.2.4 (2),
moaoS =moS(Nh(m)) =moSoh(a) for all I. Summing over !
yields a 0§ = Soh(a). By the Freudenthal Spectral Theorem the set of
orthomorphisms « of the above form is uniformly dense in 2°(Y"). Since
S is uniformly continuous, we conclude that a« 0 .S = S o h(a) for all
a € Z(Y). It follows that S is 2°(Y)-linear. Conversely, assume that
S is Z(Y)-linear, z € X, and 7 is the band projection onto {Tx}+.
Then 0 = 7Tz = Th(w)z by 5.2.4(2), so that h(m)x = 0 due to the strict
positivity of 7. Thus, 7Sz = Swz = Sh(r)z = 0 and Sz € {Tz}++. >

5.2.6. Let X,Y, and T be as in 5.2.5. For a band K € B(Xr) the
following are equivalent:

(1) Tu=Tv and u € K imply that v € K for all u,v € X;.
(2) T(K',) C T(K4)** yields K' C K for all K’ € B(Xr).
(3) K = h(L) for some L € B(Y).

< (1) = (2) Arguing for a contradiction, assume that T'(K ) C
T(Ky)*+ for some K’ € B(Xr) not contained in K. Then there exists
0 <ve K withv L K. It follows that Tw € T(K})T(K4)* =
T(K)*+ and, since T'(K) is an order ideal in Y, we can choose 0 < u € K
such that 0 < Tu < Tw. By the Maharam property there is 0 < ug < v
with Tug = Tu. By (1) we have up € K and this is a contradiction,
since ug € K and ug < v € K’ imply ug = 0.

(2) = (3) Put L := T(K,)** and observe that K C h(L) by
definition of h (cp. 5.2.3). If K’ := K+ N k(L) then K’ C h(K) and
T(K')C L=T(Ky)**, so that K’ C K in view of (2). It follows that
K'={0} and K = h(L).
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(3) = (1) If u € K, then Tu € L by the definition of h. Given
v € X4 with Tu =Tv, we have Tv € Land v € K. >

5.2.7. A band K € B(Xr) (as well as the corresponding band pro-
jection [K] € P(Xr)) is said to be T-saturated if (hence each) of the
conditions 5.2.6 (1-3) is fulfilled. The set of all T-saturated bands (band
projections) is denoted by Br(X) (respectively Pr(X)).

A band projection 7’ € P(X7) is T-saturated if and only if T7’' < T'w
implies 7/ < 7 for all 7’ € P(Xr). It follows that the isomorphism
h:P(Y) — Pr(X) can be defined as

h(p) = \/{mr € P(X): Trx <pT} (p€P(Y)).

We now present the main result of this section stating that Maharam
operators can be embedded into V(B turning thereby into order contin-
uous functionals. This Boolean valued representation of Maharam oper-
ators enables one to obtain various facts about the Maharam operators
from the corresponding ZFC theorems on functionals.

5.2.8. Theorem. Let X be a Dedekind complete vector lattice,
Y =%, and let T : X — Y be a positive Maharam operator with
Y = Yy. Then there are 2,7 € V(®) satisfying the following:

(1) [ % is a Dedekind complete vector lattice and 7 : 2" — % is an
order continuous strictly positive functional with the Levi property | = 1.

(2) 2| is a Dedekind complete vector lattice and a unital f-module
over the f-algebra Z|.

(3) 7l : | — Z| is a strictly positive Maharam operator with the
Levi property and an %|-module homomorphism.

(4) There exists an order continuous lattice homomorphism ¢ : X —
2| such that ¢(X) is an order dense ideal of | and T = 7] 0 .

<1 Assume without loss of generality that T is strictly positive.
By Corollary 5.1.6 and 5.2.5 there exist a Dedekind complete vector
lattice 2" and an order continuous #-linear functional 7 on .2~ within
V() and there is a lattice isomorphism ¢ from X into X’:= 2| such
that T = 7] op. By transfer there exist an order ideal 2" in 2°%, includ-
ing 2, and a strictly positive order continuous functional 7 : 2 — %
with the Levi property such that 7|4 = 7. Clearly,

T=rlop=(rlg)lop=rllxcp=1loop.
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Moreover, ¢(X) is an order dense ideal in X’ and so in 2°). Using
Corollary 5.1.6 and 5.2.5 again, we conclude that 7| is a Maharam oper-
ator. The Levi property for strict positiveness of 7/ are easily deduced
from that of 7 within V(®), >

5.3. REPRESENTATION OF ORDER CONTINUOUS OPERATORS

Theorem 5.2.8 together with the Boolean valued transfer principle
enables us to assert that each fact about order continuous positive linear
functionals on a Dedekind complete vector lattice has its counterpart for
Maharam operators that can be demonstrated on using the descending-
ascending machinery. The aim of this section is to prove an operator
version of the next result.

5.3.1. Theorem. Let X be a vector lattice and let X, separate the
points of X. Then there exist order dense ideals L and X' in XY and
a linear functional T : L — R such that the following hold:

1) X' ={2"eX': za’ €L forallz e X}.

(2) 7 is strictly positive, order continuous, and has the Levi property.

(3) For every o € X, there exists a unique ' € X' such that
o(z)=7(z-2") (zeX).

(4) o — 2’ is a lattice isomorphism of X onto X'.

<1 The proof may be found in Vulikh and Lozanovskii [404, Theorem
2.1]. Tt can also be extracted from Vulikh [403, Theorem IX.3.1] or
Kusraev [228, Theorem 3.4.8]. >

5.3.2. To translate Theorem 5.3.1 into a result for operators we need
some preparations. Let X and Y be f-modules over an f-algebra A.
Recall that for a € A the orthomorphisms d € Orth(X) and a € Orth(Y")
are defined as @ :  — ax (z € X) and a : y — ay (y € Y), while the
mappings R, and L, on L~ (X,Y) are defined by R,(T) := Td and
L.(T):= aT; see 3.1.2.

(1) The maps a — R, and a — L, are f-algebra homomorphisms
from A to Orth (L~ (X,Y)).

< It is easy to note that R, € Orth(L™~(X,Y)) whenever a €
Z(X)4. For an arbitrary a € Ay the sequence (m,) in Z°(X) with
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7n:= aA(nlx) converges a-uniformly to a and, for all S, T € L™ (X,Y)
with SA(T'w,) = 0, we have SA(T'w,) = 0. Therefore, SAT = 0 implies
SAR,(T)=S8A(Ta) =0, since (T'm,) converges Ta>-uniformly to T'a.
It follows that R, € Orth (LN (X, Y)) Moreover, the mapping a — R,
is evidently a positive algebra homomorphism. It remains to observe
that a positive algebra homomorphism is a lattice homomorphism. The
case of the mapping a — L, is treated similarly. >

(2) Let Y be a Dedekind complete vector lattice, A:= Z(Y), A=
Orth(Y), and Ag:= Sto(P(Y)). If X is an f-module over A then

LZD(Xa Y) = LZ(Xa Y) = L:X(Xa Y)

< It suffices to ensure that Ly (X,Y) C L%(X,Y), because the
converse inclusion is evident. Observe that L} (X,Y) C Ly(X,Y),
since Ap is uniformly dense in A by the Freudenthal Spectral Theorem
and every order bounded linear operator is uniformly continuous. An
arbitrary a € A, is the a®-uniform limit of the sequence (a,) in Z/(Y)
with a, == a A (nly). If T € Ly(X,Y) then T(az) is the |T|(a’z)-
uniform limit of (T'(anx)) for all x € X, so that aTz = T(az). It
follows that 7' € L3 (X,Y). >

5.3.3. Say that a set . C L~(X,Y) separates the points of X or
is point separating on X whenever, given nonzero x € X, there exists
T €  such that Tz # 0. In the case of ¥ Dedekind complete and
7 C L™(X,Y) a sublattice, this is equivalent to saying that for every
nonzero x € X, there is a positive operator T' € 7 with Tz # 0.

Assume that A:= 2(Y') and X is an f-module over A. If L}, ,(X,Y)
separates the points of X, then X is unital and {# : 7 € P(Y)} is an
order closed subalgebra in P(X).

<I We have only to ensure that the Boolean homomorphism 7 — 7«
from P(Y) to P(X) is order continuous. Take a decreasing family ()
in P(Y) with inf, 7, = 0 and suppose that 0 < u < 7,z for all a with
some fixed z,u € X;. Then 0 = inf, 7, Tz = inf, T(7Foz) > Tu > 0 for
all0< T e L;A(X, Y). Hence v = 0 and inf, Aoz =0 forallz € X . >

5.3.4. Denote X := Z'| and A:= #Z]. The mapping assigning to
each member o € 2~ its descent S:= o is a lattice isomorphism of
2~} and 27| onto LY (X, %) and Ly, 4(X, %)), respectively. More-
over, [Z~ (resp. Z,) separates the points of 2’| = 1 if and only if
Ly (X, %) (resp. Ly o(X,2%\)) separates the points of X.
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< The first statement follows from Corollary 5.1.6, so that we need
only verify the second one. Observe first that L7 (X, %) coincides with
the space Lpxt(X,Z]) of all extensional order bounded linear opera-
tors from X to #£|. Take z,y € X and put b = [x = y]. Then
x(b)z = x(b)y and, given S € Ly (X, %), we have x(b)Sz = S(x(b)z) =
S(x(®)y) = x(b)Ty, so that b < [Sz = Sy] and S € Lpu(X,Z%|).
Thus, L3 (X,%|) C Lgx(X, %)) and the converse inclusion follows
from 5.3.2 (2).

Now, formalize the claim that 2™~ is point separating: ¢(2) =
Voee Z)((Voe Z~)o(z) =0) - x=0). In view of 1.5.2 and 1.5.6

[p(2)] = N be = [z=0]

zeX

where b, := A{[Sz =0] : S € Lgx(X,Z])}. Thus, 2~ is point sepa-
rating within V(®) if and only if b, < [z = 0] for all 2 € X. The latter
is equivalent to saying that, given x € X, we have x(b)r = 0 when-
ever x(b)Sz = 0 for all S € L} (X,#|). This implies that L7 (X, %)
separates the points of X. >

5.3.5. Theorem. Let X be an f-module over A:= % (Y) with Y
a Dedekind complete vector lattice and let Ly 4(X,Y) separate the
points of X. Then there exist an order dense ideal L in X" and
a strictly positive Maharam operator T' : L — Y such that the order
ideal X' = {2’ € X': (Vo € X)za' € L} C XV is lattice isomorphic to
L A(X,Y). The isomorphism is implemented by assigning the operator
Sy € Ly A(X,Y) to an element x' € X' by the formula

Sy (z) =T(zz') (v € X).

If there exists a strictly positive Ty € Ly 4(X,Y) then we can choose L
and T such that X C L and T|x = Tp.

< According to Theorem 3.1.10 L7 4(X,Y) is isomorphic to
Ly A(X 3Y), so that there is no loss of generality in assuming that X
is Dedekind complete. By Gordon’s Theorem 2.4.2 we can assume also
that Y¥ = Z]. Of course, in this event we can identify A" with Y.

In view of Theorem 2.11.9 there exists a Dedekind complete real
vector lattice 2" within V(B) with B = P(Y)) such that 2°| is an f-
module over AY; and there is an f-module isomorphism A from X to 2°]
satisfying 2’} = mix(h(X)). By 5.3.4 2.~ separates the points of 2 .
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The transfer principle tells us that Theorem 5.3.1 is true within V()| so
that there exist an order dense ideal .Z in 2™ and a strictly positive
linear functional 7 : . — % with the Levi property such that the order
ideal 27 = {2’ € 2 : /% C £} is lattice isomorphic to 2.;
moreover, the isomorphism is implemented by assigning the functional
op € 27 to ¥ € 27 using the rule 0,/ (z) == 7(22') (z € Z).
PutX X, L=, T:=7],and X":= 2. By Theorem 2.11.9
we can identify the universally complete vector lattices X", X v and
Zv] as well as X with a laterally dense sublattice in X. Then L is an
order dense ideal in X" and an f-module over AY, while T:L—Yvi
a strictly positive Maharam operator with the Levi property. Since the
multiplication on X" is the descent of the internal multiplication in 2™,
we have the representation X’ = {2/ € X¥: z/X C L} Moreover, X' is
f-module isomorphic to L;, (X Y™ by assigning to =’ € X the operator

Sy € L;A(X,Y‘“) defined as Sy (x) = T(zz') (x € X). Putting

L::{xeﬁ:TxEY}, TI:T|L7
X' :={z' e X':2'X c L},

we see that if 2’ € X’ then S,/ := S,/|x belongs to Ly 4(X,Y). Con-
versely, an arbitrary S € LY ,(X,Y) has the representation Sz = T'(zz")
(z € X) with some z’ € X’, so that T'(zz') € Y for all z € X and so

'€ X', zx' € Lfor all z € X, and Sz = T(zz') (x € X) by the above
definitions. >

5.3.6. Corollary. Given m € P(X), define &# € P(L}, 4(X,Y)) as
7 : S +— Somx. Under the hypotheses of 5.3.3 the mapping ™ — 7 is
a Boolean isomorphism of P(X) onto P(Ly 4(X,Y)).

< Let «y stand for the lattice isomorphism from Ly 4(X,Y’)) onto X'
in Theorem 5.3.5. Denote by 7 the unique band projection on X’ which
agrees with m on X N X’. Then by Theorem 5.3.5 we have

T(1(78)z) = #(S)x = S(rz) = T(y(S)rz) = T(e7(S))

for all z € X, so that #(S) =y~ (7y(S)) for all § € L ,(X,Y). Tt
remains to observe that j(m) : S +— y~1(7y(9)) is a band projection
in L7 ,(X,Y) and the mapping 7 — j(7) is a Boolean isomorphism of
[P(X) onto P(Ly 4(X,Y)). >

The following two results are immediate from Corollary 5.3.6.
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5.3.7. Hahn Decomposition Theorem. Let T : X — Y be a Ma-
haram operator. Then there is a band projection m € P(X) such that
Tt =Ton =|T|orand T~ = —T o+ = |T| o wt. In particular,
IT|=To(r—nt)and T = |T|o (7 — ).

< There is no loss of generality in assuming that |7| is strictly
positive. Let [T"] stands for the band projection onto the band in
L 4(X,Y) generated by T". In view of Corollary 5.3.6 there is
m € P(X) such that # = [T*]. Now, by definitions we have T =
[TH(T)=#(T)=Torand T~ = —[TH|H(T) = —7#(T) = ~Tort. >

5.3.8. Nakano Theorem. Let 11,75 : X — Y be order bounded
operators such that T := |T1| + |T2| is a Maharam operator. Then T}
and T, are disjoint if and only if so are their carriers; symbolically,

T1 1 T2 < Cng 1 CKTT

<1 Again, assume without loss of generality that T is strictly positive.
By Corollary 5.3.6 there is m; € P(X) such that #; = [T;]. Clearly,
T, L Ty if and only if #; L @5 or, equivalently, m(X) L mo(X). It
remains to observe that T; = #;(T") and the carrier of #;(T) coincides
with the band 7;(X) (i:=1,2). >

5.3.9. Radon—Nikodym Theorem. Let X and Y be Dedekind
complete vector lattices and let T' be a positive Maharam operator. For
an order bounded order continuous operator S from X toY the following
are equivalent:

(1) S e{T}++.

(2) SxT.

(3) There exists an orthomorphism p € Orth®™(X) such that Sx =
T(px) for all z € D(p).

< The implication (1) = (2) is trivial. For the proof that
(2) = (3), we can assume without loss of generality that T is strictly
positive. In view of 5.2.5 there exists an f-module structure over
A= Z(Y) on X such that an order bounded order continuous op-
erator S : X — Y is absolutely continuous with respect to T' if and
only if S is in L, 4(X,Y’). Moreover, L, 4(X,Y’) separates the points
of X. Thus, by Theorem 5.3.5, there exist an order dense ideal L in XV
including X and a strictly positive Maharam operator T:L—Y such
that T|x = T and S(z) = T(xz') (z € X) for some z € X¥. It remains
to put 2(p):={ue€ X : uzr’ € X} and pz = zz’ (z € D(p)).
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To see (3) = (1), suppose that Sy € {T}* and 0 < Sy < |S| for
some Sy € L™ (X, T). Then Sy is absolutely continuous with respect to
T and, by what has just been proved, there exists py € Orth™ (X) such

that Sox = T'(pox) for all x € Z(po) N X. From 3.1.5 we deduce
0=(TNSp)z= 0<in1i T((I — po)u+ pozr) < Tpox = Sox

forall 0 <z € X N P(poy), so that Sy = 0 by order continuity of S. >

5.4. CONDITIONAL EXPECTATION TYPE OPERATORS

Conditional expectation operators have many remarkable properties
related to the order structure of the underlying function space. Boolean
valued analysis enables us to demonstrate that these property are shared
by a much more general class of operators.

5.4.1. Let Z be a universally complete vector lattice with (weak
order) unit 1. Recall that a universally complete vector lattice Z
is a semiprime f-algebra with a multiplicative unit 1. Assume that
® : LY(®) — Y is a strictly positive Maharam operator with the Levi
property. We will write L°(®) := Z whenever L'(®) is an order dense
ideal in Z. Also, denote by L*(®) the order ideal in Z generated
by 1. Consider an order ideal X C Z and we will always assume that
L*°(®) C X C L'(®). The associate space X' is defined as the set of all
z' € L%(®) for which zz’ € L'(®) for all z € X. Clearly, X’ is also an
order ideal in Z.

Throughout this section (£2,%,u) is a finite measure space and
L°(Q, %, n) is the Dedekind complete vector lattice of Y-measurable
real functions on  with the usual identification of u-equivalent func-
tions. The corresponding LP-spaces LP(Q, %X, pu) with 1 < p < oo
are order dense ideals of L°(Q, ¥, ). An ideal space (of measurable
functions) is an order ideal 2  of the vector lattice L°(Q, %, u), so
that 2 is a Dedekind complete vector lattice. We will assume that
L>®(Q,%,u) € 2 C LY, S, p). If p: LYQ, 5, 1) — R is defined as
o(z) = fQ xdp then ¢ is an order continuous functional with the Levi
property and, according to the above notation, L?(p) = LP(Q, X, u) for
1<p<oo.

5.4.2. Let ® : L}(®) — Y be a Maharam operator, and let X, be an
order closed sublattice of L*(®) with X1+ = Xg-+. Put A:= Orth(Ys)
and ®¢:= ®|x,. Then the following are equivalent:
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(1) ®¢ has the Maharam property.

(2) A band projection in L'(®) is ®-saturated if and only if its
restriction onto X is a ®y-saturated band projection in Xj.

(8) Xy is invariant under each ®-saturated projection in L*(®).

(4) X, is A-submodule and ® is A-linear with respect to the f-mo-
dule structure over A on X induced by ®.

<1 There is no loss of generality in assuming ¥ = Y3 and X = %5.
Note that the relation X+ = X5+ implies ®(X)++ = &(X,)1+. In-
deed, if L := ®(Xo)* # {0} then, by Theorem 5.2.3, h(L) L X, and
h(L) # {0} contradicting Xg- = {0}. Denote by h and hy respectively
the Boolean isomorphisms from P(Y’) onto the Boolean algebras of ®-
saturated projections in L!(®) and ®-saturated projections in Xy exist-
ing by Theorem 5.2.3 and 5.2.7. It is easily seen that ho(7) < h(rm)|x, for
allm™ € P(Y). At the same time $oho(w) = 7P = (7®)|x, = (Ph(7))|x,
and so ®(h(m)x — ho(m)z) = 0 for every 0 < z € Xy. Since D is
strictly positive, we conclude that h(m)z = ho(m)z. It follows that
ho(m) = h(nm)|x,, so that the restriction of each ®-saturated projec-
tion onto X is a ®p-saturated projection in Xy. The converse follows
from the fact that a band projection in X, has the unique extension to
a band projection in L'(®).

Note that (2) = (3) is trivial, while (3) => (4) and (4) = (1) can
easily be deduced by the argument similar to that in 5.2.5. >

5.4.3. Theorem. Let (2, X, 1) be a probability space and let 2y be
a norm closed vector sublattice in L*(, ¥, u) containing 1g. Then there
exists a unique o-subalgebra ¥ of ¥ such that 2y = L'(Q, X0, o) with
Ho = M|%o-

< See, for example, Douglas [110, Lemma 1]. >

5.4.4. Theorem. Let ® : L'(®) — Y be a strictly positive Maharam
operator with Y = Yy and let Zy be an order closed sublattice in L°(®).
If1 € Xo:= LY(®)NZy and the restriction ®y:= ®|x, has the Maharam

property then Xy = L*(®) and there exists an operator E(-|Zy) from
L'(®) onto L'(®g) such that the following hold:

(1) E(:|Zy) is an order continuous positive linear projection.

(2) E(h(m)z|Zy) = h(m)E(x|Zy) for all 7 € Py(X) and x € LY(®);
ie., E(:|Zy) commutes with all ®-saturated projections.

(3) ®(xy) = ®(yE(x|Zp)) for all z € L (®) and y € L>=(Py).



288 Chapter 5. Order Continuous Operators

(4) Bo(|E(x|Zo)|) < ®(|a|) for all z € L'().

(5) E(vE(x]Z0)|Z0) = E(v|Zo)E(x|Zy) for all x € L*(®) and v €
L>(®); i.e., E(:|Zy) satisfies the averaging identity.

< Put B:= P(Y). In view of Theorem 5.2.8 we can assume that
Y = #|, ® = ¢|, L9(®) = L°(p)l, and L' (®) = L(yp)| for some
strictly positive order continuous functional ¢ : L!'(¢) — Z in V(B),
Moreover, there exists a Boolean isomorphism x from B onto Pg(L!(®))
such that the relations b < [z < y] and x(b)x < x(b)y are equivalent for
all b € B and x,y € L'(®). Say that a band projection © € P(L°(®))
is ®-saturated whenever so is its restriction to L!(®). By hypothesis,
Zy is a universally complete vector lattice. Moreover, Z; is invariant
under each ®-saturated projection in L°(®) because so is Xy. This two
properties of Zy amount to saying that x(b)(Zp) C Zo for all b € B
and o-Y . x(be)ze € Zy for every family (z¢) in Z; and every partition
of unity fbg) in B. It follows that 24 := ZyT is an internal order closed
sublattice of LO(p) with 1 € 2:= L'(p)N 2y and Zy = Z). Of course,
2y is an order closed sublattice of L!(¢) and 25) = (L*() N 25)) =
LY(p)L N Zol = LY(®) N Zo = Xo.

In view of the Kakutani Representation Theorem we can assume
further that L(¢) = L'(Q,%, u) for some probability space (2,3, ).
By Theorem 5.4.3 25 = L(Q, X0, o) = L' (o) for some o-subalgebra
Yo of ¥, where po := pls, and po(z) = [, z(w)dpo(w) for all z €
Ll(Qa %, lu) In particular, 2 = LO(Q) Ea:“‘)) ¥o = @|%0, and ®¢ = 900\1/
According to the classical Radon—Nikodym Theorem there exists the
conditional expectation operator & (-|3¢) with respect to Xy acting from
LY (p) onto L (¢0).

Denote by E(+|Z) the descent of the internal conditional expectation
operator & (+|3g). The required conditions 5.4.4 (1-5) can be obtained by
interpretation of the elementary properties of the conditional expectation
operator within V(&) >

5.4.5. We will call the operator E(-|Zy) which is defined by Theorem
5.4.4 the conditional expectation operator with respect to Zy. Say that the
sublattice Zg in L%(®) is ®-ample whenever the conditions in Theorem
5.4.4 which ensures the existence of the conditional expectation operator
E(-|Zy) with respect to Zy are fulfilled. It follows from 5.4.2 that Zj is
®-ample if and only if Z; is order closed in L°(®), 1 € LY(®) N Z,
and Zo N L'(®) is a submodule of L!(®) with respect to the f-module
structure over 2°(Y') on L'(®) induced by ®.
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Take w € X' and observe that E(wz|Zy) € L'(®g) is well defined
for all z € X. If additionally E(wz|Zy) € X for every z € X then we
can define the linear operator T': X — X by putting Tz = E(wz|Zy)
(z € X) called a weighted conditional expectation operator. Clearly, T is
order bounded and order continuous. Moreover, for all z € X we have

TYr = &wte|Zy), T x=&w z|Z), |T|x=&(wlz|Zo).

In particular, T is positive if and only if so is w. Putting x:= wz and
y:=11in 5.4.4 (3), we get ®(wz) = ®(wzl) = &(&(wz|Zy)) = ®(Tz) for
all x € X. Now, = can be chosen to be a component of 1 with wz = w™
or wr = w™, so that 7' = 0 implies ®(w') = 0 and (w~) = 0, since P
is strictly positive. Thus w € X’ is uniquely determined by T.

Say that T satisfies the averaging identity, if T'(y - Tx) = Ty - Tz for
all z € X and y € L*°(®). Let us give a characterization of weighted
conditional expectation operators on xz. We start with the case of an
ideal function space.

5.4.6. Theorem. Let (2,X, ) be a finite measure space and let
2 be an order ideal in L* (2,3, ) including L*°(Q, X, ). For a linear
operator 7 on 2 the following are equivalent:

(1) 7 is order continuous, satisfies the averaging identity, and keeps
invariant L= (Q, %, ).

(2) There exist w € £ and a o-subalgebra ¥ of ¥ such that Tz =
E(wx|Xy) for all x € Z.

< See Dodds, Huijsmans, and de Pagter [105, Proposition 3.1]. >

5.4.7. Theorem. Let ® : L'(®) — Y be a strictly positive Maharam
operator and let X be an order dense ideal in L' (®) including L>(®).
For a linear operator T on X the following are equivalent:

(1) T is order continuous, satisfies the averaging identity, leaves in-
variant L>°(®), and commutes with all ®-saturated projections.

(2) There exist w € X’ and a ®-ample sublattice Zy in L°(®) such
that Tz = E(wx|Zy) for all x € X.

< (1) = (2): Just as in the proof of Theorem 5.4.4, we can as-
sume that X = 27|, where 2" is an order ideal in L' (2, ¥, 1) including
L>(Q, %, p) for some probability space (2, %, u). By hypotheses T' com-
mutes with all projections x(b) (b € B) and so it is extensional. There-
fore,  := T is an internal mapping in 2" and T = 7). Moreover,
7 is linear, order continuous, satisfies the averaging identity, and keeps
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invariant L>°(Q, X, u). By Theorem 5.4.6 there exist w € 2 and a o-
subalgebra ¥ of ¥ such that 72 = &(wz|Xg) for all z € 2. It remains
to note that E(:|Zy) is the descent of &(-|Xp).

(2) = (1): If the claims of (2) are true, then the operator T is well
defined on X by Tz = E(wz|Zy) (x € X). The required properties of T'
follow easily from Theorem 5.4.4. >

5.4.8. A linear operator 7 : & — % is a strictly positive order
continuous projection if and only if Z can be written uniquely in the
form T = 9 + 95 with 91 and 9 satisfying the conditions:

(1) There exist a o-subalgebra ¥ of ¥ and a unique pair of functions
0<we 2" and 0 < k € LY(Q,X, u) such that

& (wk|%o) = &(k[Z0) = [K](1),  [w] = [K],
S =kE(wz|Ey) (re ).

(2) &1 is a positive order continuous operator with 5T = I,
F =0, and €, = (1o — [K])(Z).

< See Dodds, Huijsmans, and de Pagter [105, Proposition 3.8 and
Corollary 3.9]. >

5.4.9. A a linear operator T : X — X is a strictly positive order
continuous projection commuting with all ®-saturated band projections
if and only if T' can be written uniquely in the form T = Ty + T, with
T and T> satisfying the conditions:

(1) There exist an order closed sublattice Zy of Z and a unique pair
of elements 0 < w € X' and 0 < k € L'(®) such that

E(wk|Zo) = E(k|Zo) = [k](1), [w] = [K],
Tz = kE(wz|Zy) (x € X).

(2) Tz is a positive order continuous operator on X commuting with
all ®-saturated band projections such that T1Ty = T, ToT; = 0, and
1, = (Ix — [K])(X).

In particular, Ty = TRy, To = T(Ix — Rr), and Rt, C Rp,.

< The proof runs along the lines of the proof of Theorems 5.4.4
and 5.4.7 with obvious modifications. Apply Theorems 5.4.8 to 7 := T
within V) and find .71, % € V(®) such that A, % X — Z]=][A+
To =] =1, [5.4.8(1)] =1, and [5.4.8(2)] = 1. Now observe that the
two last identities are equivalent to 5.4.9 (1) and 5.4.9 (2), respectively. ©>
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5.4.10. Theorem. Let T : X — X be an order continuous positive
projection commuting with ®-saturated band projection. Put 7:= [€7),
m:=nRy, mo:=w(Ix — Rr), m3:= Ix —m, and X,:= m,(X), and let T,
stands for the restriction of m, T to X, (,7:=1,2,3). Then the following
hold:

(1) 71, mo, and 73 are pairwise disjoint ®-saturated band projections
on X with T + 7o + 73 :Ix.

(2) T,, is a positive order continuous operator from X, to X,, T1;
and Ty, are strictly positive, To, = T,3 =0 (1,7:= 1,2, 3), and

T =T, TuTio=Tia, T51Ti1 =Ts1, 51712 = Tso.

(3) There exist an order closed sublattice Zy of Z and a unique pair
of elements 0 < w € X' and 0 < k € L'(®) such that

E(LU]C‘Z()) = E(k‘|Z()) = 7'('1]]_7 T = [’UJ] = [k],
Tx = kE(wz|Zy) (x € X).

Conversely, given operators m, and T, (v,7:= 1,2,3) satisfying (1)—(3),
the operator T : X — X defined as n,T|x, = Ty, (2,7:= 1,2, 3) is a posi-
tive order continuous projection on X commuting with all ®-saturated
band projections.

< Clearly, X7, X5, and X3 are invariant with respect to ®-saturated
band projections because 71, 2, and w3 are ®-saturated. By definition
moT = 0 and T3 = 0, so Ty, = T3 = 0 for all ¢, 7:= 1,2,3. Note that
Trm =T and 7T1T = ’]TT7 and so T31T11 = 7T3T7T1T‘X1 = 7T3CZ—"]TCZ—'|X1 =
Tgl. Slmllarly, T31T12 = T32.

The operator «T" is a positive order continuous projection on X,
as (nT)?> = n(Tm)T = «T. Denote by T the restriction of 7T onto
Xo:= X4 = n(X). If Tx = 0 for some 0 < = € Xo then 0 = T(Tx) =
(T'r)(Tx) = T?x = Tz and so ¢ = 0, since T is the strictly positive
on X,. It follows that T is strictly positive order continuous projection
on Xg = X1 ® X, and by 5.4.9 T is uniquely representable in the form
T = T, + T, with Ty and T, satisfying 5.4.9 (1,2). Observe now that
T + 7T =, RT = 71'RT|XO = 7T1‘XO, and (IXO_RT) = W(IX_RT”XO =
ma|x,- It follows from this that T, = 7r17~11|x1 and Tjo = 7T1T2|X2 and
so m, and T, obey (1)—(3). The converse is straightforward. >
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5.5. MAHARAM EXTENSION

The main problem discussed in this section is the extension of an ar-
bitrary positive operator to an order interval preserving order continuous
operator; i.e., the Maharam extension.

5.5.1. Suppose that X is a vector lattice over a dense subfield F C R
and ¢ : X — R is a strictly positive F-linear functional. There ex-
ist a Dedekind complete vector lattice X% including X and a strictly
positive order continuous linear functional ¢ : X¥ — R having the Levi
property and extending ¢ such that for every x € X% there is a sequence
(zn) in X with lim, o (| — z,]) = 0.

< Put d(z,y) :== ¢(Jz — y|) and note that (X,d) is a metric space.
Let X% the completion of the metric space (X,d) and let ¢ be the
extension of ¢ to X¥ by continuity. It is not difficult to ensure that X%
is a Banach lattice having the additive norm ||-||¥:= @(|-|) and including
X as anorm dense [-linear sublattice. Thus, @ is a strictly positive order
continuous linear functional on X% with the Levi property. >

5.5.2. Put L!(p):= X% and let X stand for the order ideal in L' (¢)
generated by X. Then (L'(¢),|-||?) is an AL-space and X is a Dedekind
complete vector lattice. Moreover, X is norm dense in L'(¢) and so in X.

For a nonempty subset U of a lattice L, we denote by U™ (respectively
U*') the set of elements x € L representable in the form = = sup(A)
(z = inf(A)), where A is a nonempty upward (respectively downward)
directed subset of U. Moreover, we put U™ := (U")* etc. If in the
above definition A is countable, then we write U', U', and U" instead
of UT, U*, and U™. Recall that for the Dedekind completion X°® we
have X% = X' = X*.

5.5.3. An element ¥ € X belongs to X'' if and only if for all |Z| <
y € X andn € N there exists u,, € X' such that u,, < Z and (T —u,) <
(1/n)p(y):

< Take z € X" and y € X with |Z] < y and observe that the set
AZ) ={u € X' : u < Z, [u| < y} is upward directed, since X' is
a sublattice of X. Considering the identity # = sup(A(Z)) and order
continuity of @ we have @(Z) = sup ¢(A(Z)), so that for every n € N
there is u, € A(Z) such that u, < T and @(Z — un) < (1/n)p(y).

Conversely, assume that for some Z € X we can choose a sequence
(un) in X' meeting the above conditions. Since X' is a sublattice of X,
the sequence (u,) may be chosen increasing by replacing if need be w,
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by w1 V-V u,. Put u:= sup, ¢y u, and note that u < z, ¢(z —u) = 0,
and @(Z) = sup @(uy,) = @(u). Since @ is strictly positive, ¢(Z —u) =0
implies Z =u € X''. >

5.5.4. X! is an order closed vector sublattice in X and X'l = X',

<1 We show first that X! is closed under countable suprema and
infima. To this end note that (X'')" = X! holds trivially and we need
only prove that (X'')! = X!'. Take z € (X'")! and pick y € X with
|z| <y. Forall0 < e € Randn € N we can choose v, € X' with z < v,
and @(vy, —2) < (¢/2™)@(y). By Proposition 5.5.3 for every n € N there
exists u, € X' such that u,, < vp, |u,| <y, and F(v,—uy) < (6/2™)@(y).
Put w:= inf, e u, and u}, := infi<,, vy and observe that u € X', |u| < v,
u < 2z, u < ul, < uy. Using the inequality |z — ul,| < Y p_; [z — unl|, we
deduce

n

?(|z —ul]) Z (lz — ugl)

n

< (@12 = vel) + @lve —wel)) < 200(y)-
k=1

Considering that u = o-lim,, u], we get
¢z —u) = lim ¢(|z — u,[) < 260(y)-

It follows from 5.5.3 that z € X!" and so (X'")! C X'". Observe next
that by the easy identities (A+ B)! = A' + B! and (A+ B)' = A' + B’
we have

XU +X” :XH, XX =x" +X“ = X! = X",

This shows that X'' is a vector sublattice in X. >

5.5.5. The identities X = X' = X' and L'(¢) = X'' = X" hold
with both (-)'" and ()" taken in X and L'(y), respectively.

< Note that X = X*++ = \/{{z}*+ : = € X, }. Therefore, given
0 < Z € X, we can pick a disjoint family (u¢)¢cz in X and a family
(z¢)eez in X such that Z = supgez ue and ug € {ze}++ for all £ € E.
Moreover ug # 0 holds for at most countably many &, since ¢(Z) =
Doeez Plue). If {ze}tt € X' (with disjoint complements taken in X)
then ¢ € X' and so z € X''" = X!". Consequently, by the Freudenthal
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Spectral Theorem and 5.5.4 it suffices to show that C(X,ug) C X
for all 0 < uy € X, where C(X,ug) stands for the Boolean algebra of
components of ug in X.

Assume now that ug = u; +us for some disjoint uy, us € C(X,u) and
put @,:= @ou,] (+ =0,1,2). Then @; and @, are disjoint components
of @g. If ¢, stands for the restriction of @, onto X'', then g is an
order continuous functional by 5.5.4. Moreover, ¢ and ¢y are disjoint
components of ¢q, so that by the Nakano Theorem uy = v; 4+ v for some
disjoint v1,v2 € C(X'',u) with ¢1(v2) = @2(v1) = 0 and ¢, strictly
positive on {v,}*1. From this we deduce that @([ujjve) = @1(ug V
va) = @1(uz) + ¢1(v2) — @1(us A vg) = 0 and so [ui]vg = 0 or ug L vs.
Similarly, us | vo and we obtain u; = vy and us = vs. It follows that
C(X,ug) = C(X'",up) C X'" and the proof is complete. >

5.5.6. Let 2 be a vector lattice within V(®) and @ # U C 2. Then
(UL = (U4 and (U)} = (UJ)'.

<1 The two required relations are handled similarly, so that we restrict

demonstration to the second. For an arbitrary x € 2| we have the
equivalence within V(B):

z €U + (Jo:N" = U)(o is increasing and z = sup(im(c)))

According to the maximum principle, [x € U'] = 1 if and only if there
exists o € V(B) with the properties [o : N* — U] = 1, [o is increasing] =
1, and [z = sup(im(o))] = 1. Putting s:= o] and using 1.5.9 and 1.6.8
we arrive at the assertion: € U'| if and only if there exists an increasing
function s : N — U] such that = sup(im(s)). This gives the required
result. >

5.5.7. Theorem. Let X and Y be vector lattices with Y Dedekind
complete and T a positive linear operator from X to Y. There exist
a Dedekind complete vector lattice X and a strictly positive Maharam
operator T : X — Y satisfying the conditions:

(1) There exist a lattice homomorphism ¢ : X — X and an f-algebra
homomorphism 0 : Z#(Y) — % (X) such that

aTzr =TO(a)(z)) (z€ X, ae Z(Y)).

(2) «(X) is a majorizing sublattice in X and 6(Z(Y)) is an o-closed
sublattice and subring of % (X).
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(3) The representation X = (X ® Z(Y))*! holds, where X ® Z(Y)
is a subspace of X consisting of all finite sums Y ,_, 0(cy)u(xx) with
X1y &n € X and ay,...,a, € Z(Y).

<1 Assume without loss of generality that T is strictly positive, since
otherwise we can replace T by its restriction to the carrier 7. By
Theorem 3.3.3, there exists a positive R*-linear functional 7 : X" — %
such that [T(z) = 7(2")] = 1 for all z € X. It is easy to see that 7 is
strictly positive within V(®):

[(Vze X})T(x) =0— 2 =0]
= /\ [r(z")=0—=2=0] = /\ [T(x)=0—2=0] =1.

zeX 4 reX

By 5.5.1 there exists a Dedekind complete vector lattice 2" := (X")7
including X" and a strictly positive order continuous linear functional
7. Z — Z with the Levi property extending 7. Moreover, X" is dense
in 2" with respect to norm ||-||”:= 7(|-])). By Theorem 5.2.8 7] : 2"} —
X is a strictly positive Maharam operator with the Levi property and an
Z)-module homomorphism. Moreover there exists a lattice isomorphism
¢ from X into 2] such that T = 7] o+ = 7]. Denote by X and T the
order ideal in 2"| generated by +(X) and the restriction of 7] onto X,
respectively. Then im(7T) C Y and T : X — Y is a strictly positive
Maharam operator.

The #|-module structure on 2| induces an f-algebra homomor-
phism 6 from %] into Orth(2'|) such that 6(a)(x) = ax for all a €
Z) and © € Z7|. Identify Z(Y) with the sublattice of corresponding
multipliers in %) and denote the restriction of 6 to Z°(Y") by the same
symbol we get (1), since aTx = a(Tot)x = T(8(a)i(x)) foralla € Z(Y)
and x € X. The assertion (2) follows from 2.11.9 and it remains to
prove (3).

Let 2 stand for the order ideal in 2" generated by X*. In view
of 5.5.5 2" is a Dedekind complete vector lattice, 2" = (X")!" = (X)),
and from 5.5.6 we get

Z | = (mix(X))" = (mix(X))" = (mix(X))*" = (mix(X))™.
Denote by M the subset in X consisting of the elements of the form of

Z&eE 0(me)xe, where (7¢)ecz is a partition of unity in P(Y') and (z¢)ee=
is an order bounded family in X. It is a routine exercise to check that

X = (M) = (M) = (M)*" = (M)™.
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Let My stand for the part of M consisting of the finite sums
>on_y 0(my)z) with pairwise disjoint 71,...,m, € P(Y). Then M C Mg
(and, of course, M C Mjy). Indeed, if Z = >_. . 0(m¢)ze and |z¢| < y
(€ € E) for some y € X, then = infeez{meze +mLy}. It follows there-
fore that & = inf,¢ca uq, where A is the collection of all finite subsets of =
and uq = Y ¢, O(me)ze € Mo. Hence X D My" = (Mg)*' D M*T = X.
Consequently, X = (X ® Z(Y))H, since My C X © Z(Y). >

5.5.8. Theorem. If a strictly Maharam operator S from a Dedekind
complete vector lattice Z toY, while lattice homomorphisms » : X — Z
andn : Z(Y) — Z(Z) satisfy the conditions 5.5.7 (1-3) in place of T,
¢, and 0 respectively, then there exists a lattice isomorphism h from X

onto an order closed sublattice in the order ideal of Z generated by (X)
such that x =hotandT = Soh.

< Consider the bilinear operators B and D from X x Z(Y) to
X and Z respectively defined as B(z,a) := 6(a)i(z) and D(z,a) :=
n(a)s»(z). Let B and D stand for the lattice homomorphisms from
Z® Z(Y) to Z and Z, respectively, uniquely determined by B® = B
and D® = D (cp. 3.2.6 (1)). Observe that B(x,a) > 0 and D(z,a) > 0
whenever 0 < z € X and 0 < a € Z(Y), so that B and D are lattice
isomorphisms of Z ® 2(Y) onto the vector sublattices in X and Z gen-
erated by B(X x Z(Y)) and D(X x Z(Y)), respectively (cp. 3.2.7(1)).
Under the hypotheses in (4) we have T(8(a)u(z)) = S(n(a)sx(z)) for
al z € X and a € Z(Y) and so T o B® = S o D®. It follows
from 3.2.6 (3) that T o B = S o D. Define h : im(B) — im(D) as
h:= DoB~! and note that h a lattice isomorphism with 7T'(u) = S(h(u))
for all u € im(B). Moreover, h is order continuous. Indeed, given
a downward directed set A C im(B) with inf(4) = 0 in X, we have
S(inf(h(A))) = inf(S(h(A))) = inf T(A) = 0 and so inf h(A) = 0, since

S is strictly positive. Note also that h o+ = s, since denoting by I the
unit element of the f-algebra Z(Y) we have

h(u(z)) = W(B(x,I)) = (Do B ' oB)(z ®I) = D(x,I) = ().

Extend h from im(B) to X = B(X ® Z(Y))*. If (uq) is a down-
ward directed set in B(X ® 2°(Y)), u = inf,, uq, and there is x € X with
|ue| < wx for all a, then |h(uy)| < x(z) for all @ and there exists infimum
of a downward directed net (h(uy)) in Z. Put h(u):= inf, h(uy). Sim-
ilarly, if (v,) upward directed net in B(X ® 2°(Y))* with v = sup, va,
then we can define h(v):= sup, h(u,). The definition is sound and the
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relation S o h = T holds because of the order continuity and strict posi-
tivity of T and S. For the same reason, h is a lattice isomorphism of X
onto a sublattice in Z.

Denote by X the order ideal of Z generated by (X) and ensure
that im(h) is an order closed sublattice in X. Since » = h o implies
im(h) C X, all we need to do is to check that im(h) contains suprema of
all upward directed sets V' C im(h) with vg = sup(V) € X. For such V
we can choose z € X with |v| < »(z) for all v € V U {vg}. Note that
for arbitrary u € U:= h™1(V) we have h(|u|) < »(x) = h(i(z)) and so
lu| < t(z). Tt follows that ug:= sup(U) € X and h(ug) = sup(h(U)) =
sup(V) =vp € X. >

5.5.9. The pair (X, T) (or T for short) is called a Maharam extension
of T if it satisfies 5.5.7 (1-3). The pair (X,:) is also called a Maharam
extension space for T. Two Maharam extensions 77 and T of T with the
respective Maharam extension spaces (X1, ¢1) and (X3, t2) are said to be
isomorphic if there exists a lattice isomorphism h of X; onto Xs such
that 77 = To0h and t = hot;. Theorem 5.5.8 tells us that a Maharam
extension is unique up to isomorphism.

5.5.10. Two simple additional remarks follow.

(1) As was shown in the proof of Theorem 5.5.7, X = (M)'". It is
evident from this that X = (X®2°(Y))!! whenever Y is order separable.
(Recall that a vector lattice is said to be order separable whenever every
set in it having a supremum contains a finite or countable subset with
the same supremum.)

(2) Put
W.= {wl — Wy : W1,Ws € (X ® g(Y))i}

Clearly, W is a sublattice and a vector subspace of X. Moreover,
W is a majorizing vector sublattice, since t(X) C W and (w; — w2)* =
wy V wy —wy € W for all wy,we € (X ® Z(Y)). Observe also that
W is an order dense in X. Indeed, if 0 < Z € X then there exists an
upward directed set A C (X ® Z/(Y))* such that = sup(A4). Because
of Z =sup{a® : a € A}, we can pick @ € A with 0 < a®* < Z. Thus, X
is the Dedekind completion of W i.e.,

X=((Xo2zM) - (XozX)),



298 Chapter 5. Order Continuous Operators

5.6. PROPERTIES OF MAHARAM EXTENSION

Now we discuss some additional structural properties of Maharam
extension. In particular, description of the Boolean algebra of band pro-
jections in the Maharam extension space is presented. As an application,
approximation of the Boolean algebra of components of a positive oper-
ator by elementary fragments is also given.

5.6.1. Let X and Y be vector lattices with Y Dedekind complete,
T : X — Y a positive operator and (X,T) a Maharam extension of 7.
Consider a universal completion X* of X with a fixed f-algebra struc-
ture. Let Li(T) be the greatest order dense ideal in X" onto which T
can be extended by order continuity. In more detail,

LYT):={z € X" : T([0, |z[] N X) is order bounded in Y},
Te:=sup{Tu: ue X,0<u<z} (zeL'(T);),
Te=Tat — Tz~ (ze LYT)).

Define the Y-valued norm |-| on L(T) by |u|:= T'(Ju|). In terms of lat-
tice normed spaces (L!(T), |-|) is a Banach—Kantorovich lattice; see 5.8.4
below (cp. Kusraev [228, Chapter 2]). In particular, |au| = |a||u]
(a € Z(Y),ue LYT).

5.6.2. Let X andY be vector lattices with Y Dedekind complete and
T a positive linear operator from X toY. Then there exist an AL-space
& within V(®) and a lattice isomorphism h from L'(T) onto an order
dense ideal in £ such that the following hold:

(1) [The functional 7 : £ — Z defined as 7(z) := ||zT|| — ||z~ ||
(x € .£) is order continuous and has the Levi property] = 1.

(2) [(h(«(X)))1 is a norm dense R"-linear sublattice in £ = 1.
(3)T =#loh,T=Tohou,and|-|=]||oh.

< This fact can be extracted from the proof of Theorem 5.5.7. >
5.6.3. Theorem. For a positive T : X — Y the following hold:

(1) LY(T) is an f-module over Z(Y) and X is its f-submodule.
(2) T : L)(T) — Y is a Maharam operator extending T.

(8) The sublattice +(X) is dense in L'(T) in the sense that for each
u € L' (T) and 0 < € € R for each there exist a partition (m¢)¢ez of [|ul]
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in P(Y) and a family (x¢)eez in X such that

u=_ meie)

£eE

< elul.

< Clearly, (1) and (2) follow from Theorem 5.2.8 and so all we have
to show is (3). According to 5.6.2 we can assume that L!(T) C ] and
h is the embedding. For an arbitrary v € L'(T') we have [u € £] = 1. If
u = 0 there is nothing more to prove, if not b = [|u| > 0] # 0. Moreover,
passing from V(B) to a relative Boolean valued model V(%) if necessary,
we can assume b = 1. Interpreting the fact that (¢(X))? is norm dense
in . within V® we deduce

1=[(V0 <& € R)(Ex € o(X)TX")(|Ju— 2| < elul)]
= A V= @) < ful].

0<eeRzeX

It follows that for every 0 < & € R there exists a partition on unity
(be)ee= in B and a family (z¢)¢cz in X such that be < [|ju — o(ze)|| <
eMul] for all & € Z. If me := x(be) then me|lu — v(ze)| < e|meu| = me|ul
by 2.2.4 (G). Summing up over £ € E yields the desired result. >

5.6.4. Theorem. For every operator S € {T}'! there exists
a unique operator S € {T}*+ such that S = So.. The mapping S+ S
implements an isomorphism of the vector lattices {T}*+ and {T}++.

< Observe that the mapping R : S + Sou from {T}++ to L™ (X,Y)
is linear and positive and sends the order ideal generated by T into the
order ideal generated by 7. Moreover, im(R) C {T}*+, since S, 1 S
implies S, 0t 1 Sou for every increasing family (S, ) of positive operators
in {T}++. So, all we have to show is that every S € {T}++ admits the
unique extension to S € {T'}+ such that S = So..

There is no loss of generality in assuming that S is positive. Let S lie
in the order ideal generated by T’; i.e., 0 < S < AT for some A € R. Then
0<Sot g )\T|L(X), so that by Theorem 3.1.8 there exists a positive
extension S of So:™! to X such that 0 < § < A\T. Clearly, Sov =S
and S € {T}++.

Take an increasing net (S,) of positive operators in the order ideal
generated by T such that S:= supS, € {T}*+. On account of what
was just proved there is a family (S,) in {7} such that S, o1 = S,
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for all . If z € X then |z| < u(z) for some z € X and we may,
therefore, estimate |S,z| < So(]2]|) < Sz. Thus it is possible to define
some positive operator by putting

Sz:=sup S,z (2 € X,).

Obviously, S = sup S, € {T}*+ and So. = S. It remains to show that
for an operator S € {T}*++ there exists at most one S € {T}++ with
Sor=S. Assume that Sjor = S = Sy0. for some 51,55 € {T}LL. Then
S, and Sy coincide on ¢(X). By Theorem 5.2.5 S; and S, are Maharam
operators and so they coincides on X ® Z(Y) due to Z(Y)-linearity and
coincide on X = (X ® Z(Y))*" due to order continuity. >

The following result is a variant of the Radon-Nikodym Theorem for
positive operators.
5.6.5. Theorem. Let X and Y be vector lattices with Y Dedekind

complete and let T' be a positive linear operator from X toY. For every
operator S € {T}** there is a unique element z = zp € X" satisfying

Sx=T(z-1(z)) (xe€X).

The mapping T' — 27 establishes a lattice isomorphism between the
band {T}*+ and the order dense ideal in X" defined by

{z€X": z-(X) C Ly(T)}.

<1 The proof is immediate from 5.3.5 and 5.6.4. >

5.6.6. According to 5.6.4 and 5.3.6 the vector lattices X, L(T),
{T}++, and {T}** have isomorphic Boolean algebras of projections.
Below we will give a detailed description for bases for X and {T}++. As
usual, we denote by [tz] the band projection in X onto {¢(z)}++.

Given an order ideal G in X and a positive operator T € L~ (X,Y),
denote by 7mg(T) the least extension of T|g (cp. 3.1.9). Clearly,
ma(T)x =sup{T(xNg): g € G} for all z € X. Put 7. := mg whenever
G is an order ideal generated by e € X . The following representation
for 7. is straightforward:

. Tx =sup, T(neAz) (x€EY, Te€L"(EF)),
Tz =nTx" — 7Tz~ (x€E, TeL"(EF)),
T =7.T" -7, T~ (T €L™(E,F)).
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Denote by .#(X) and .7(T) the sets of all projections in X and the
set of all components of T, respectively, representable as

<} klezy]  and <} P, (1),

k=1

where z1,...,2, € X4, p1,...,pn € P(Y),n € N. Given a band K in X,
denote by (K) the band projection in X onto (1K)*+; i.e., (K):= [LK].
Put

(z)=[({z}*H)] and 7= Tppie (v € X).

Let ¥ (X) and %(T) denote the sets of band projections in X and
components of T representable respectively as

\/ (xg) and \/pk T (zw)>

k=1

where n € N, p1,...,pn € P(Y), and x1,...,2, € X. In the case of a
vector lattice X with the principal projection property we may consider
one more set &/ (T') consisting of the components of T representable as

\/ proTolzk] (p1,...,pn €PY), z1,...,2, € X),
k=1
where n € N and [z;] is the band projection in X onto {z;}++.
5.6.7. For all z € X and K € B(X) the representations hold:
(1) 7(T) =T o [ez] ot
(2) 7x(T) =T o (K)ou.
(3) Ty (T) =T o (x) 0L

< Indeed, using the order continuity of ®, we deduce

7 (T)y = sup{T(y A nz) : n € N}
=sup{T(t(y) Ane(x)) : n € N}
= T(sup{c(y) A nu(z))

=T o [uz](u(y)))-

The proof of (2) is similar and (3) is a particular case of (2). >
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5.6.8. Let W be a vector lattice with a weak order unit u and the
principal projection property. If w € W, and w = inf(V) for some

V C W then .
wl=V A |(o-20) |

neNveV

< We may assume that W = 2| with Z € V() and B:= P(W).
Then V1 is a numerical set and w = inf(V1) within V(®); therefore,

w#0<0<w 3neN)Vo e V) (v— (1/n)u)t £0.

Calculating the Boolean truth values and considering 2.4.9 we deduce
for traces (see 2.4.8)

ew =[w# 0] =\ A ew-—/mu+

neNveV

The claim follows from this formula, since the band projection [w] is
represented in #Z| as multiplication by the trace e,,, while multiplication
is an order continuous lattice homomorphism. >

5.6.9. Theorem. The following are valid:

(1) P(X) = Z(X)*;

(2) P(X) =¢(X)M.

<1 (1): Recall that My stands for the set of finite sums Y _, 0(my )z
with pairwise disjoint 71, ...,m, € P(Y). By definition [¢ty] € .(X) for
eachy € My. If 0 <y € Mé, then we can choose x € X, and V C M,
so that tx > v > y for all v € V and y = inf(V). Applying 5.6.8 with
w:=y and u:= tx, we have

1\t
[y] = \/ /\ [(v—nm> ]
neENveV

Since yn,, = (v — (1/n)uv)+ belongs to Mo, it follows that [y, .] € 7
and [y] € 7. An arbitrary projection 7 € P(X) has the representation
m=sup{[y]: y € X4, my = y}. Thus, taking 5.5.7 (3) into consideration
we arrive at the desired containment 7 € ((.% ”)T)T = 74

(2): It suffices to show that [1z] € €™ for every £ € X,. Then
S (X) C €(X)™, so that

P(X) = #(X)" c (X)) =4 (X)) c P(X).
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Thus, what we need is only to justify the representation:

[tz] = /\ \/((nx—t)+>.

teEX, neEN

Put oy := A,((nz —)T) and 0 = A, 0. It is not difficult to observe
that o > [wx] for all t € Xy For an arbitrary projection p € P(X) with
pAx] =0 put pr:= pAt] (t € Xy). Then p; < [t(t — nz)t] <
((t—nz)™T) for every n € N. Since ((t—nz)*t)A{(nz—t)*) = 0 it follows
pit A {(nz — )Ty =0 and p Aoy = \,,(pt A ((nz — ¢)T) = 0. From this
we obtain
peNo=0, pANo=supps:No=0.

Putting p = [1x]*, we arrive at the desired inequalities [tz] < o < [1z]. >

5.6.10. The following are valid:

(1) &(T) = Z(T)*;

(2) C(T) = €(T).

If X has the principal projection property then

(8) C(T) = &/(T)™.

< This is immediate from 5.6.7 and 5.6.9. >

5.7. BANACH LATTICES AND BANACH f-MODULES

In this section we consider some interplay between the lattice norm
and the f-module structure on a vector lattice.

5.7.1. A norm ||-|| on a vector lattice X is called monotone or a lattice
norm if |z| < |y| implies ||z|| < ||y|| for all z,y € X. A normed lattice
is a vector lattice equipped with a monotone norm. A normed lattice
complete with respect to the norm is called a Banach lattice. In a normed
lattice X the lattice operations are continuous and the positive cone X
is closed. Every two norms making a vector lattice a Banach lattice are
equivalent.

The norm dual X’ of a normed lattice X is a Dedekind complete
Banach lattice. Moreover, X’ is an order ideal of X~ and X’ = X~
whenever X is a Banach lattice. For arbitrary zp € Xy and 2 € X/,
we have

lzoll = sup{(z, zo) : = € Xy, [lz] < 1},
[[zoll = sup{{z, zo) : 2" € X', ||2'|| < 1}.
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5.7.2. One of the important features of Banach lattice theory is the
interplay between the norm and order. A Banach lattice X is said to
have

(1) an order continuous norm if lim, ||z,|| = 0 for every decreasing
net (z) with inf, z, = 0;

(2) the Levi property or a Levi norm if sup,, ©,, exists in X for every
increasing net (x,) in X4 with ||z4|| < 1 for all a;

(3) the Fatou property or a Fatou mnorm if lim,, ||z,| = ||z| for for
every increasing net (z,) in X with sup, z, = z;

(4) property (P) if there exists a contractive positive projection in
X" onto X.

We will use also the expressions “X is an order continuous (Levi,
Fatou) Banach lattice.” A Banach lattice with order continuous, Levi,
or Fatou norm is also called order continuous, order semicontinuous,
or monotonically complete, respectively. A Dedekind complete Banach
lattice X with a separating order continuous dual has property (P) if
and only if X has the Levi and Fatou properties.

A Banach lattice X is said to be a Kantorovich-Banach space (or
briefly a KB-space) whenever every increasing norm bounded sequence
of X is norm convergent. This is equivalent to saying that X has an
order continuous Levi norm.

Let us list some properties of order continuous norms and KB-spaces.

5.7.3. Theorem. For an arbitrary Banach lattice X the following
are equivalent:

(1) The norm on X is order continuous.
(2) X is Dedekind o-complete and sequentially order continuous.
(3) Every monotone order bounded sequence in X is convergent.

(4) Every disjoint order bounded sequence in Xy is norm convergent
to zero.

5) Each closed order ideal of X is a projection band.
J
(6) The null ideal A (') is a band for every ' € X'.
(7) The natural embedding X — X" sends X onto an ideal of X".
(8) All norm continuous linear functionals on X are order continuous.

<1 The proof can be found in Aliprantis and Burkinshaw [28, The-
orems 4.9, 4.14] and Meyer-Niberg [311, Theorem 2.4.2, Corollary
2.4.4]. >
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5.7.4. Theorem. For a Banach lattice X the following hold:

(1) X is a KB-space if and only if the natural embedding X — X"
sends X onto a band of X"

(2) X is reflexive if and only if X and X' are both KB-spaces.

< See Aliprantis and Burkinshaw [28, Theorems 4.60 and 4.70] and
Meyer-Niberg [311, Theorems 2.4.12 and 2.4.15]. >

5.7.5. Two classes of Banach lattices play a significant role in Banach
lattice theory. A Banach lattice X is said to be

(1) an AL-space if ||z + y|| = ||z|| + [ly|| for all z,y € X, with
ANy =0;

(2) an AM-space if ||z Vy|| = max{||z||, ||y||}) for all z,y € X with
z Ay =0.

An AM-space has a (strong order) unit u > 0 if the order interval
[—u, u] is the unit ball of X.

Each AL-space is a K B-space and an AM-space has an order semi-
continuous norm. A Banach lattice X is an AL-space (respectively AM-
space) if and only if X’ is an AM-space (AL-space).

A lattice isometry is a lattice isomorphism that is also an isometry.
Banach lattices are lattice isometric if there exists a one-to-one lattice
isometry between them.

5.7.6. Kakutani—-Kreins Representation Theorem. An AM-
space is lattice isometric to a sublattice of C(Q) for some Hausdorff
compact topological space Q. Moreover, if an AM-space X has a strong
order unit then X is lattice isometric to the whole of C'(Q).

<0 See Aliprantis and Burkinshaw [28, Thorem 4.29], Meyer-Ni-
berg [311, Theorem 2.1.3], and Semadeni [363, Theorem 13.2.3]. >

5.7.7. Nakano—Stone Completeness Theorem. Let K be a Haus-
dorff compact topological space. The vector lattice C(Q) is Dedekind
complete if and only if Q) is extremally disconnected (= the closure of
every open set in K is open).3

<0 See Meyer-Niberg [311, Propositions 2.1.4 and 2.1.5] and Se-
madeni [363, Theorem 24.7.1]. ©

5.7.8. Assume that a measure space (,X, ) is semi-finite, that
is, if A € ¥ and p(A) = oo then there exists B € ¥ with B C A

3An extremally disconnected Hausdorff compact space is often referred to as
Stonean; cp. 2.8.6.
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and 0 < pu(A) < oo. The vector lattice L°(2, %, 1) (of p-cosets) of -
measurable functions on € is Dedekind complete if and only if (Q, 2, u) is
localizable. In this event LP(£2, X, u) is also Dedekind complete. (A mea-
sure space (2, X, ) is localizable or Maharam if it is semi-finite and, for
every o C X, there is a B € ¥ such that (i) A\ B is negligible for every
A € o (i) if C € ¥ and A\ C is negligible for every A € &7, then B\C is
negligible (cp. Fremlin [126]).) Observe that P(L°(Q, X, u)) ~ %/u=1(0).

5.7.9. Kakutani Representation Theorem. A Banach lattice is
an AL-space if and only if it is lattice isometric to L'(Q, 3, ) for some
localizable measure space (2,3, u).

< See Aliprantis and Burkinshaw [28, Theorem 4.27], Meyer-Ni-
berg [311, Theorem 2.7.1], and Semadeni [363, §2.3]. >

5.7.10. Theorem. If X is a Banach lattice, then Orth(X) under
the order unit norm is an AM-space with unit Iy, the identity operator
on X. In particular, Orth(X) = 2°(X) and

1T = |T]|o:=nf{0 <A eR: |T| < Ax} (Te Z(X)).

<1 See Aliprantis and Burkinshaw [28, Thorem 4.77] and Meyer-Ni-
berg [311, Theorem 3.1.12]. >

5.7.11. A Banach f-module over an f-algebra A is a Banach lattice
that is simultaneously an f-module over A. By Definition 2.11.1 and
Theorem 5.7.10, X is a Banach f-module over an f-algebra A if and
only if there exists an f-algebra homomorphism h : A — Z2°(X) such
that az = h(a)z for all a € A and x € X. Thus, A is considered as an
f-subalgebra of 2°(X) with the induced order unit norm ||a||:= [|h(a)||co
(a € A). In particular, ||az|| < ||a||||z|| for all a € A and z € X.

Given Banach f-modules X and Y over A, denote by .Z(X,Y) and
Za(X,Y) respectively the spaces of all continuous linear and A-linear
operators from X to Y and put £, (X,Y):= Z(X,Y) N Ly 4(X,Y).
If Y is Dedekind complete then Z4(X,Y) and %, 4(X,Y) are bands in
L~ (X,Y) and Banach f-modules over A.

5.7.12. We can produce Banach f-modules by distinguishing a com-
plete Boolean algebra of M-projections in a Banach lattice.

A band projection 7 in a Banach lattice X is called an M-projection
if ||lz|| = max{||rz||,||rtz|} for all z € X, where 7t := Ix — m. The
collection of all M-projections forms the subalgebra M(X) of the Boolean
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algebra of all band projections P(X) in X. It is easily seen by induction

that
n
> s
k=1

for x € X and every finite partition of unity m,..., 7, in M(X).
An M-module over A is a Banach f-module over A satisfying

= max |mgzl
k=1,...,n

laz vV by|| = max{[laz|], [[by|[}

forall z,y € X and a,b € A with a | b. If A has the projection property
then the f-algebra homomorphism in 5.7.11 maps P(A) into M(X); i.e.,
the multiplication by each m € P(A) is an M-projection in X.

Assume that X is a Banach lattice and £ is a complete subalgebra of
the complete Boolean algebra B(X) consisting of projection bands and
denote by B the corresponding Boolean algebra of band projections. Let
A:= A(B) stand for a Dedekind complete AM-space with unit such that
P(A) is isomorphic to B. A Boolean isomorphism A from P(A) onto B
can be extended to a unital f-algebra isomorphism from A into Z(X).
Thus A induces an f-module structure over A on X.

5.7.13. We will identify P(A) and B and write B C L(X). If (b¢)¢ez
is a partition of unity in B and (z¢)ecz is a family in X, then there is at
most one element x € X with bexe = bex for all £ € Z. This element is
called the mizture of (z¢) by (be) and is denoted by x = mixee=(bexe).
Clearly, x = O'des bexe. A Banach lattice X is said to be B-cyclic or
B-complete if the mixture of every family in the unit ball U(X) of X by
each partition of unity in B (with the same index set) exists in U(X).

5.8. LATTICE NORMED SPACES

In this section we consider the structural properties of a vector space
equipped with some norm taking values in a vector lattice. The most
important peculiarities of such space are connected with the norm de-
composability property.

5.8.1. Consider a vector space X and a real vector lattice A. A map-
ping |-| : X — A4 is a vector (A-valued) norm if the following hold:

D |z]=0<=2z2z=0 (zeX);
(2) Mzl =[Alz] (A eR, z € X);
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B) lz+yl <lzl+ 1yl (z,y € X).
A vector norm is called a decomposable norm or a Kantorovich norm if

(4) given A;, Ay € A, and z € X with |z| = A1 + Ag, there exist
x1, %2 € X such that z = x1 + x2 and |zx| = A\, (k:=1,2).

If (4) is valid only for disjoint A1, Ay € A4, then the norm is said to
be disjointly decomposable or, in short, d-decomposable. In the case that
X is a vector lattice, the vector norm is said to be monotone or a lattice
norm whenever

(5) [z < [yl = |z <yl (z,y € X).

A pair (X, |-]) (or in brief X) is called a lattice normed space over
A if |] is a A-valued norm on a vector space X. If the norm || is
decomposable then the space X is called decomposable as well. Put
| X|:={|z]: z € X}.

5.8.2. Say that the elements z,y € X are norm disjoint and write
x Iy whenever |z|A|y| = 0. A metric band in X is a subset of the form
Mt={reX: (Vye M)z Lly} witho#M C X.

(1) If z,y € X are norm disjoint, then |z + y| = |z| + |y|.

<1 Indeed, the relations |z| A |y| = 0 and |z| < |z + y| + |y| imply

lz| < (lz+yl+1yl) Alz] < |z +ylAlz] < |z+yl.

Similarly, |y| < |z + y|; therefore, |z| + |y] = |z| V |yl < |z +y|. >

(2) A Boolean algebra of projections in a vector space X is a set &
of commuting idempotent linear operators on X in which the Boolean
operations have the following form:

TAp:=mop=pom, wWNp=7T+p—TOPp,
™ =Ix—m (mp€ P),

and the zero and identity operators in X serve as the top and the bottom
elements of the Boolean algebra &2.

If X is a normed space then we will assume additionally that &
consists of contractive projections and speak of a Boolean algebra of
projections in a normed space X. Suppose that & is isomorphic to
a Boolean algebra B. In this event we will identify the Boolean algebras
& and B, writing B C L(X).

(3) Let & stand for the set of all metric bands ordered by inclusion. It
is not difficult to check that if every band of the vector lattice A contains
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the norm of some nonzero element, then & is a complete Boolean algebra
with the mapping K +— K+ (K € £) as Boolean complementation;
see [228, 2.1.2]. Decomposability of X implies that X = K @ K for all
K € &, so that & defines an isomorphic Boolean algebra of projections
on X.

5.8.3. Suppose that X is a d-decomposable lattice normed space,
A is a vector lattice with the projection property, and A := |X |LL.
Then there exists a complete Boolean algebra &2 of projections in X
and an isomorphism h from P(A) onto & such that

blz| = |n(b)z| (b€ P(A), z € X).

Moreover, if X is a vector lattice and |-| is monotone and decomposable,
then & is a complete subalgebra of the Boolean algebra P(X).

< Given L € B(A), we let by definition h(L):= {z € X : |z| € L}.
Clearly, the mapping h : L — h(L) from B(A) to & preserves the in-
tersection of every nonempty family of bands. Therefore, h preserves
infima, since in the algebras under consideration they coincide with in-
tersections. Moreover, h({0}) = {0} and h(A) = X. Observe that
h(L*) = h(L)L for all L € B(A). The inclusion h(Lt) C h(L)1 is
obvious. If 0 # z € h(L)1 then |z| is disjoint from all the elements of
the form |y| in L. At the same time, = ¢ h(L") implies that 0 < e < |z|
for some e € L. Therefore, in the band {e}* there are no elements of
the form |y|, which contradicts our assumption A:= |X|*T. It follows
from the d-decomposability assumption that X is the direct sum of K
and K+ for every metric band K € 4. Thus, to each K € % there corre-
sponds the projection 7 in X along K+. Assign &:= {1y : K € #}.
It is clear that & is a complete Boolean algebra of projections isomor-
phic to #. Denote by the same letter h the mapping sending a band
projection p € P(A) to g € & with K := h(pA). Then h is an iso-
morphism of the Boolean algebras P(A) and #2. By the definition of h,
we have h(m)z € K:= h(rA); i.e., |h(7)z| € TA. Thus, 7+ |h(7)z| = 0,
or w|h(m)z| = |h(r)z|. Since h(m)z and h(r!)z are norm disjoint,
by 5.8.2 (1) we have

mlz| = n(|h(m)z| + |h(r)z]) = 7|h(7)z|.

Consequently, 7|z| = w|h(m)z| = |h(7)z].
Assume now that X is a vector lattice. From the monotonicity of the
vector norm it is easily seen that = 1 y implies z | y for all z,y € Y, so
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that h(L) L h(L') for every L € B(A). Thus we have h(L1) C h(L)* .
To prove the converse inclusion, assume that = | h(L) and z ¢ h(L1).
Then |z| ¢ L+ and we can choose 0 < e € L with e < |z|. According to
the decomposability of X there exist u, v € X such that x = u+wv, |u| =
e, and |v| = |z|—e. Since u € h(L) by definition of h, we have z | u and
so |z| < |v|. Tt follows that |x| < |v| = |z| — e and we get a contradiction
0 < e < 0. Thus, we have proved that h(L+) = h(L)*. Replacing in
this identity L by L+ yields h(L) = h(L*)*. Therefore, h(L) € B(X)
and % C B(X). By the above we get h(L)L = h(Lt) = h(L)*, so that
Boolean complement in & is induced from B(X). Since in both algebras
B(X) and # infima coincide with set-theoretic intersections, we conclude
that £ is a complete subalgebra of A. >

5.8.4. Take some A € A;. A sequence (z,) in X is said to be A-
uniformly convergent to © € X (respectively, A\-uniformly Cauchy) if for
each 0 < ¢ € R there exists n(e) € N such that |z — z,| < e for all
n(e) < n € N (respectively, |z, — x| < e for all n(e) < n,m € N).
A sequence (z,) in X is said to be A-uniformly convergent to x € X
(respectively, A-uniformly Cauchy) if there exists A € Ay such that (z,,)
converges A-uniformly to z € X (respectively, is A-uniformly Cauchy).
Say that X is A-uniformly complete whenever every A-uniformly Cauchy
sequence is uniformly convergent.

A subset A C X is called norm order bounded if the set {|z|: = € A}
is order bounded in A. A lattice normed space X over A is called laterally
complete whenever, given a partition of unity (b¢) in P(A) and a norm
order bounded family (x¢) in X there exists # € X such that bex = bexe
for all £ € Z. A lattice normed space X over a Dedekind complete vector
lattice A is said to be a Banach—Kantorovich space if X is decomposable,
A-uniformly complete, and laterally complete.

5.8.5. Let X be a decomposable uniformly A-complete lattice normed
space over a vector lattice A with A = |X|*" and 2 is as in 5.8.3.
Then X admits the structure of a faithful unital module over % (A) such
that the following hold:

(1) The natural representation of 2°(A) in X defines an isomorphism
of P(A) and & from 5.8.3.

(2) laz| = |al|z]| for all a € Z(A) and z € X.
If, in addition, X is a vector lattice with monotone norm, then

(3) & is a complete subalgebra of the Boolean algebra P(X).
(4) X is an f-module over Z(A).
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< Leta € A:= Z(A) be a simple element; i.e.,a =Y ;_; \gm, where
M,y A € Rand 7y, ..., T, is a finite partition of unity in P(A). Then
we put az:= Y ,_; Agh(m)z. Considering 5.8.2 (1) and 5.8.3, we have

Z Ah(mg)zx
k=1

By the Freudenthal Spectral Theorem an arbitrary a € A is the uni-
form limit of an increasing sequence of simple elements (a,) C A. The
sequence (a,z) C X is uniformly A-fundamental, since |a,z — az| =
|an, — am||x|. Therefore, we can put az:= A-lima,z. Moreover,

laz] =

n
= [Melmilz| = alz].
k=1

|laz| = |A-lim apz| = r-lim |a,||z]| = a|z].

The remaining part of the proof is straightforward. >

5.8.6. Let A be a vector lattice and let X and Y be lattice normed
spaces over A. A linear operator T is said to be order norm bounded if
there exists an orthomorphism S € Orth(A) such that |T'(z)| < S(|z|)
for all x € X. Put A:= Z(A).

If X and Y are decomposable and uniformly A-complete, then an or-
der norm bounded linear operator T : X — Y is A-linear with respect
to the module structures on X and Y defined as in 5.8.5. In particular,
Tr =T for all m € P(A).

< If T is order norm bounded then, in view of 5.8.3, for all z € X
and 7 € P(A) we have

| 7T (rta)| = 7| T(ntx)| < 7S|(rta)| = 7ot S(|z]) = 0.

This implies 777+ = 0 or 77 = 7Tw*. Replacing 7' by 7 in the latter
identity yields Tnw = wTnt, so that Tw = 7T. Further, we argue as
in 5.8.5 using the Freudenthal Spectral Theorem. >

5.8.7. Assume now that A is a Banach lattice and X is a lattice
normed space over A. Then, the A-valued norm |-| enables us to define
some mized norm on X by putting

lllll:= 1=l (= € X).
In this situation, the normed space (X, |||-|||) is called a space with mized
norm. In view of the inequality ||z| — |y|| < |z — y| and monotonicity

of the norm on A we have

Nzl =yl < llz =yl (z,y € X),
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so that | - | is a norm continuous mapping from (X, |||-||) into A.

A Banach space with mized norm over A is a pair (X, |-|) such that
|-| is a vector norm on X with values in a Banach lattice A and X is a A-
uniformly complete lattice normed. The following proposition justifies
this definition (see Kusraev [228, Proposition 7.1.2]).

(1) Let A be a Banach lattice and let |-| be a A-valued norm on X .
Then (X, ||-|l) is a Banach space if and only if the lattice normed
space (X, |-|) is A-uniformly complete.

Combining (1) and 5.8.5 we obtain the following.

(2) Let A be a Dedekind complete vector lattice and let X be
a decomposable Banach space with mixed norm over A. Then X ad-
mits a structure of a faithful unital module over A:= % (A) such that
llaz|l < llalloollz|| for all a € A and x € X. In particular, X is a Banach
space with the Boolean algebra of projections P(A).

5.8.8. Let X be a Banach space and let B be a complete Boolean
algebra of projections on X. Given a partition of unity (b¢)¢ez in B and
a family (x¢)¢cz, we refer to z € X satisfying the condition bex = bexe
for all {£ € E as a mizture of (x¢) by (be) and use the notation z :=
mixecz=(bexe). The mixture is unique if (V& € E)bex = 0 implies = 0.

A Banach space X is said to be B-cyclic or mix-complete whenever,
given a partition of unity (b¢) in B and a norm bounded family (x¢)
in X, we can find the unique element x € X such that x = mix¢ecz bexe
and ||z|| = sup{||bexe|| : € € E}. Clearly, this definition agrees with that
in 5.7.13.

5.8.9. Let X and Y be Banach spaces with B C .Z(X) and B C
Z(Y). An operator T : X — Y is called B-linear, if it is linear and com-
mutes with all projections from B. Denote the set of all bounded B-linear
operators from X into Y by 45(X,Y). Clearly #(X,Y) is a B-cyclic
Banach space whenever so is Y. A one-to-one B-linear operator is called
a B-isomorphism and an isometric B-isomorphism is called a B-isometry.
In the case of Banach lattices, a B-isometric lattice homomorphism is re-
ferred to as lattice B-isometry. The space X#:= (X, A) is called the
B-dual of X whenever A = A(B); see 5.7.12.

5.8.10. Let A = ZJ} be the bounded part of the universally complete
vector lattice Z/; i.e., A is the order-dense ideal in Z# generated by the
unity 1 := 1» € #|. Take a Banach space 2  within V(®) and put
Z:={z e Z]:|z| € A}. Then 2|} is a Banach-Kantorovich space
called the bounded descent of Z . Since A is an order complete AM-
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space with unity, 2 |} is a Banach space with mixed norm over A, hence,
a B-cyclic Banach space (cp. Kusraev [228, 7.3.3]).

5.8.11. Theorem. For a Banach space X and a complete Boolean
algebra B the following are equivalent:

(1) X is B-cyclic with respect to a complete Boolean algebra B of
projections on X.

(2) X is linearly isometric to a Banach space with mixed norm de-
fined by a Banach—Kantorovich space over the unital Dedekind complete
AM-space A = A(B).

(3) X is linearly isometric to the restricted descent Z |} of a Banach
space 2" within V(®)

< The proof can be extracted from Kusraev [228, Theorems 7.3.2,
7.3.3(1), 8.3.1, and 8.3.2]. >

5.8.12. Theorem. The bounded descent of the Banach space
ZL(Z,%) and the B-cyclic Banach space £5(X,Y) are isometrically
B-isomorphic. Some isomorphism is given by sending a bounded B-
linear operator T : X — Y to the J := T1 defined by the relations
7 : % - %] =1and [7(z) =T(z)] =1 (z € X). In particular,
Z*| and X*# are isometrically B-isomorphic.

< See Kusraev [228, Theorem 8.3.6]. &

5.9. BOOLEAN VALUED BANACH LATTICES

In this section we discuss briefly the question: What is the Boolean
valued interpretation of Banach lattice theory? We restrict discussion
only to some basic facts needed in the sequel. Some of the proofs can
be extracted from Gordon [133, 134] but we will give independent proofs
for the sake of completeness.

5.9.1. Theorem. The bounded descent of a Banach lattice within
V(B) is a B-cyclic Banach lattice. Conversely, if X is a B-cyclic Banach
lattice, then in V(®) there exists a Banach lattice 2 that is unique up
to the isometric isomorphism and whose bounded descent is lattice B-
isometric to X. Moreover, the mapping © + 7wl is an isomorphism of
the Boolean algebras M(%2"){ and M(X); in symbols, M(Z)] ~ M(Z})).

< The Banach part of the claim follows from Theorem 5.8.11. As-
sume that X is a B-cyclic Banach lattice and put 27 := X1. Given an
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extensional mapping f, we have f(A)T = f1(A?T) where A C dom(f)
(cp. 1.6.3 and 1.6.5). Applying this successively to the addition
fi(zy) »az+y (z,y € X) with A:= X, x X; and to the A-
multiplication f : (A\,z) — Az (A € A,z € X) with A:= A, x X} we
find [27 + 2L = 2] =1 and [Zy - 2 = Z4] = 1; ie., [Z} is
a convex cone] = 1. Moreover, [27 is pointed] = 1, since [+2 € 27
and ||z|| < 1] = 1 imply +2 € 23] N X C X.. Define the order on
X as [Va,ye X))z <y y—ze Zy)] =1. By transfer (27, Z%)
is an ordered Banach space within V(®). Moreover, for all z,y € X the
relations z < y and [z < y] = 1 are equivalent.

Consider the sentence 0 = (Va € {0,1})(Vz,y € Z) (ax < ay +
(a # 1Vz < y)) which is a very simple ZF-theorem. By transfer [o] = 1.
Calculating the Boolean truth values for quantifiers we find that this is
equivalent to saying that [az < ay] = [a = 1]* V [x < y] for all a €
{0,1}] and z,y € Z°]. Using the Boolean isomorphism x : B — {0,1}/,
we can replace a € {0,1}] by x(b) for b € B and write b* V [z < y] =
[x(b)x < x(b)y]. Now it is easy to see that

b<[z<y] <= x()z<x(b)y (beB, z,ye Z).

The last relation allows us to treat the interplay between X and 2.
As an example we prove that 2" is a vector lattice; i.e., the sentence
Vz € )3y € X))y = sup{z, —z} is true within V(®). Using the
rules for calculating Boolean truth values (see 1.6.2) and the maximum
principle we have to prove that for every z € X there exists y € X for
which [y = sup{z,—z}] = 1. Put y = |z| and note that [+z < y] = 1.
Thus, it remains to check that [(Vu € Z) (2 < u — y < u)] = 1.
Again by and 1.2.3 and 1.6.2 it is equivalent to the relation [tz <
u] <y <u] (we X) Ifb= [tz < u] then £x(b)z < x(b)u and
x(b)y < x(b)u. It follows that b < [y < u].

The A-valued norm |-| of X is the descent of the norm || - | 2~ of 2~
and ||z|x = ||lz]|| (z € X). Therefore, |- |2 is a lattice norm if
and only if |z| < |y| implies |z| < |y| for all z,y € X. Let || - |x be
a lattice norm. If [|z| < |y|] = 1 for some z,y € X then |z| < |y|. Now,
if |z| < |y| were false, there would be 7 € B and 0 < ¢ € R with «|z| >
7(lyl + €1). Therefore, ||rz|x = ||x|=l| > ||xlyl|_ +¢& > Imyllx,
which contradicts the hypothesis. Thus, (£, 27 ) is a Banach lattice.

Assume that 7 is an M-projection in 2" and II is the restriction
of 7l to X. Then [ror =7] =1, [0<mz<z(z € 24)] =1, and
lz|| = max{||7z|, ||7tz|} (zx € Z27). By 1.5.5(1) and 1.5.6 7} = (7o
m)} =l on] and hence Il =l o II. Since [rz =1lz] =1 (z € X), we
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have 0 < Iz < z for all # € X. Finally, the relations [|jz| =
max{||7rx||, ||7TL1‘||} (z € )] =1 and |z| = max{lel,lHLxl} (z €
X) are equivalent, whence we deduce |z| = |[|[lz] v |II*z]|| =
max{||IIz||, |I+z||}. Thus, II is an M-projection in X; i.e., IT € M(X).
Conclusions in the reverse direction are similar. The remaining details
are obvious. >

5.9.2. The element 2" € V(®) from Theorem 5.9.1 is said to be the
Boolean valued representation of X. Let 2 and % be the Boolean val-
ued representations of B-cyclic Banach lattices X and Y, respectively.
Let Z(%,%) and .£7(Z , %) denote the elements in V(®) which rep-
resent the spaces of all bounded linear operators and regular operators
from & into #'.

5.9.3. Corollary. Let 2 be the Boolean valued representation of
a B-cyclic Banach lattice X. Then B =M(X) if and only if [M(Z") =
{0,19°}]=1.

< This is immediate from Theorem 5.9.1, since B is the descent of
the two-element Boolean algebra {0, 14 } (see 1.8.1). >

5.9.4. Corollary. For a Banach lattice X and a complete Boolean
algebra B the following are equivalent:

(1) X is lattice isometric to the bounded descent of some Banach
lattice 2" within V(B).

(2) X is lattice isometric to a Banach lattice with mixed norm defined
by a Banach—Kantorovich lattice over a unital Dedekind complete AM -
space A = A(B).

(3) X is B-cyclic relative to the complete Boolean algebra of M-
projections B.

< See Theorems 5.8.11 and 5.9.1. >

5.9.5. Let X be a Banach space and B C .Z(X). A net (Za)aca
in X is said to be B-convergent to x € X if for every 0 < € € R there
exists a partition of unity (7m4)aca in B with ||mo(z — 23)|| < € for all
a,f €A, B> a. In this event z is called the B-limit of (x,). Let B(Xo)
stand for all z € X representable as  := mix¢e=(bexe) with an arbitrary
family (z¢) in X, and a partition of unity (b¢) in B. A subset Xo C X
is B-dense in X if every x € X is the B-limit of some family in Xj.
Equivalently, X, is B-dense in X if B(X() is norm dense in X.

Now take a B-cyclic Banach lattice X. A decreasing net (24 )aca in
X is B-convergent to zero if for every 0 < ¢ € R there exists a partition
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of unity (mo)aeca in B such that ||[ma24| < € for all & € A. The norm
on X is said to be B-continuous if every decreasing net (zq)aca in X
with inf, x, = 0 is B-convergent to zero. If A = N in this definition, we
say that the norm on X is o-B-continuous. Write X7 for the space of
all norm bounded order continuous B-linear operators from X to A.

5.9.6. Theorem. Suppose that X is a B-cyclic Banach lattice and
Z € V(B) js its Boolean valued representation. Then the following hold:

(1) X is Dedekind complete <= [£ is Dedekind complete] = 1.

(2) X is Fatou (Levi) <= [£ is Fatou (Levi) | = 1.

(3) X is order B-continuous <= [ £ is order continuous] = 1.

(4) X is order B-continuous and Levi <= [ 2" is a K B-space] = 1.

5) Se Xt <—=Jo:=8teZ/]=1.

<1 (1): Just as in the proof of Theorem 2.2.4 we can show that for A C
X there exists a = sup(A) if and only if [there exists sup(A71)] = 1 and
in this case [a = sup(At1)] = 1. Thus, the Dedekind completeness of 2~
within V(® implies that X is Dedekind complete. Conversely, suppose
that X is Dedekind complete and take a set &7 C 2 bounded above by
u € 2. There is no loss of generality in assuming that [|ju| < 1] = 1.
Then A:= /| lies in X and, taking the cancelation rule &7 |1 = & (see
1.6.6) into account, we get the following: there exists a = sup(«/]) if
and only if [there exists sup(#/)] = 1 and in this case [a = sup(</)] = 1.

(2): We may assume without loss of generality that the upward di-
rected sets in the definitions of Fatou norm and Levi norm are taken
from the unit balls B(X) and B(Z ). Moreover, if A C X is upward
directed then [A?T is upward directed] = 1 and [« C 2 is upward
directed] = 1 implies that <7] is upward directed. Finally, observe that
B(Z) ={xe 2|:|z]| <1} = B(X). Let 2 have a Levi norm and
take an upward directed set A C B(X). It follows that {|a|: a € A} C
[—1,1] and thus [{||a] : a € At} C [-1,1]] = 1;1ie., [AT C B(Z)] = 1.
By hypothesis a = sup(Af) exists in 2, whence a = sup(A). The ar-
gument for the converse is similar. To ensure the claim concerning the
Fatou norm it suffices to observe that |b| = sup {|a] : a € A} in A if
and only if ||b]] = ||16]||_ = sup{||lal|| : a € A}, since the AM-space
A has a Levi norm.

(3): Using the above remarks in (2) it is easy to see that [ 2" has an or-
der continuous norm | = 1 if and only if for every downward directed set
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A C X with inf(4) = 0 we have inf {|a| : a € A} = 0in A. By
Theorem 2.6.1 the latter property amounts to the following: for every
e > 0 there exists a partition of unity (m4)eca in B such that |m.a| =
mala| < €1 for all @ € A. Thus, we arrive at the desired result, since the
relations |m,a| < €1 and ||m,a| < € are equivalent.

(4): This is immediate from (2) and (3).

(5): By Theorem 5.8.12 S € X# if and only if [o:= ST € 2] = 1.
Moreover, S and ¢ are positive or not simultaneously. Thus, we can
confine demonstration to the case of S positive. Observe also that if
[« c Z4] =1 and A = 7] then S(A) = (/)] by 1.5.5(1) and 1.5.6
and if A C X, and & = Af then [o(A) = S(A)1] = 1 by 1.6.3 and
1.6.5. Use the same argument as in (1), but with infimum instead of
supremum. We see that if inf(A) = 0 and S is order continuous then
[info(e7) = 0] = 1 and if [inf(«/) = 0 and o is order continuous] = 1
then inf S(4) = 0. >

5.9.7. Corollary. For every B-cyclic Banach lattice X the following
are equivalent:

(1) The norm on X is B-continuous.
(2) X is order o-complete and the norm on X is o-B-continuous.
(3) Every monotone order bounded sequence in X is B-convergent.

(4) Every disjoint order bounded sequence in X is B-convergent to
zero.

(5) Every norm closed B-complete order ideal of X is a band.

(6) The null ideal A (z*) is a band for every z* € X*.

(7) Every norm continuous B-linear operator from X to A is order
continuous; i.e., X#* = X¥.

(8) The natural embedding of X into X## sends X onto an order
ideal of X##.

<1 This is proved by interpreting Theorem 5.7.3 within V(&) and mak-
ing use of Theorem 5.9.6. For example, the equivalence (1) <= (8) of
Theorem 5.7.3 together with Theorem 5.9.6 (3) implies that X is B-
continuous if and only if [Z2” = Z,/] = 1. To ensure that the latter is
equivalent to 5.9.7 (8), it is sufficient to observe that the B-cyclic Banach
lattices X and 2|} are lattice B-isometric.

The natural embedding z — & of X into X## := (X7#)# is de-
fined by putting &(T) = Tz for all T € X#. The equivalence
(1) <= (7) of Theorem 5.7.3 together with Theorem 5.9.6 (3) shows
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that X is B-continuous if and only if [the natural embedding sends
Z onto an order ideal of 2] = 1. This is equivalent to saying that
the natural embedding sends X onto an order ideal of X## since X##
and 27| are lattice B-isometric. [>

5.9.8. Theorem. For a B-cyclic Banach lattice X the following hold:

(1) The natural embedding of X into X## sends X onto a band of
X## if and only if X has a B-continuous Levi norm.

(2) The natural embedding of X into X## sends X onto X## if and
only if X and X# have both B-continuous Levi norms.

< Interpret Theorem 5.7.4 in V(®) making use of Theorem 5.9.6. >

A B-cyclic Banach lattice X is said to be B-reflexive if X = X## (or,
more precisely, the natural embedding sends X onto X##).

5.9.9. Corollary. A B-cyclic Banach lattice X is B-reflexive if and
only if X and X# have order B-continuous Levi norms.

5.10. INJECTIVE BANACH LATTICES

In this section we present several analytical and geometric character-
izations of injective Banach lattices.

5.10.1. A real Banach lattice X is said to be injective if, for ev-
ery Banach lattice Z, every closed vector sublattice Y C Z, and every
positive linear operator T : Y — X there exists a positive linear exten-
sion T : Z — X with ||T|| = ||7'||. This definition is illustrated by the
commutative (T = T o ¢) diagram:

Y A

5.10.2. We now state two elementary properties of injective Banach
lattices which are immediate from the definition.

(1) If X is an injective Banach lattice and a closed vector sublattice
Xo C X is the range of a contractive positive projection P then Xq is
an injective Banach lattice.

< We need only take PT" in Definition 5.10.1 in case im(T) C Xo. &>
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(2) If (X,) is a family of injective Banach lattices then their [*°-
product (X, | - |leo) is also an injective Banach lattice (where X consists
of all families x = (x,) with z, € X4 and ||z o 1= sup,, ||Za] < 00).

< Let P, : X — X, stand for the natural projection = = (z4) — Zq-
Then P, is a contractive positive projection as X is equipped with the
product order and P,T : Y — X, admits a positive extension Ty : 7 —
X, with |[P,T| = |T,|. Define 7' : Z — X as Tz := (T,z) and note
that 7' is a positive extension of T and

IT)| = sup sup ||Toz|l = sup sup||PaTyl = |T|. >
o |zl<t lyl<t e

Next, we consider two important examples.

5.10.3. Theorem. A Dedekind complete AM-space with unit is an
injective Banach lattice.

<1 Let X be a Dedekind complete AM-space with unity 1, let Yo C Y
be a closed vector sublattice of a Banach lattice Y, and let T : Yy — X
be a positive linear operator. Define p : ¥ — X by putting p(y) :=
ITolllly™ ]Il (y € Y). Observe that p is a sublinear operator and

To(y) = Toy™) — To(y™) < To(y") < | Tollly* L =p(y) (y € Yo).

By the Hahn-Banach-Kantorovich Theorem there exists a linear exten-
sion T : Y — X of Ty such that Ty < p(y) for all y € Y. Evidently T is
positive, since —T'(y) = T(—y) < p(—y) = | Tol/[|(—y) || = 0 whenever
y >0 and || T < ||Tol| because of [Ty < T(|lyl) < p(ly|) = | Zollllyl[2 for
alyeY. >

5.10.4. Theorem. Each AL-space is an injective Banach lattice.

< Slightly different proofs can be found in Lotz [288, Proposition
3.2], Haydon [169, Proposition 2A], Meyer-Niberg [311, Theorem 3.2.5],
and Schaefer [357, Theorem 4.2]. >

5.10.5. FEach Banach lattice L is lattice isometric to a closed vector
sublattice of an injective Banach lattice.

< Given o € L', put I, := {z € L : {|z|,a) = 0}, and equip
the quotient vector lattice L/I, with the norm ||Z |« := (|z|, @) where
Zo:=x+ I, is a coset of x € L. This norm is additive on the positive
cone, the completion X, of (L/1I,,||*||«) is an AL-space. The [**-product
X of the family {X, : 0 < a € L', |la| < 1} is an injective Banach
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lattice by 5.10.2(2). It remains to observe that the mapping = — (Z,)
is a lattice isometry from L into X. >

5.10.6. Theorem. For a Banach lattice X the following are equiv-
alent:

(1) X is injective.
(2) If X is lattice isometrically embedded into a Banach lattice Y

and Ty is a positive linear operator from X to a Banach lattice Z then
there exists a positive linear extension T : Y — Z with ||To|| = ||T.

(3) If X is lattice isometrically embedded into a Banach lattice Y
then there exists a contractive positive projection from Y onto X.

< (1) = (3) and (2) = (3): To ensure that (3) is a special case
of both (1) and (2), we need only to take Y := X and Z:=Y in (1),
Z:= X in (2), and Ty the identity operator in both cases.

(3) = (1): By 5.10.5 we can assume that X is a closed vector
sublattice of an injective Banach lattice, say L. It follows that a positive
linear operator T from a closed vector sublattice Y of a Banach lattice Z
to X C L admits a positive linear extension T : Z — L with ||T|| = ||To]|-
By (3) there exists a contractive positive projection P from L onto X.
The operator T:= PoT : Z — X has the desired properties.

(3) = (2): IfY, Z, and Ty are given as in (2) then by (3) there exists
a contractive positive projection P from Y onto X and the operator
T:= 1Ty o P is the desired extension. >

5.10.7. Corollary. An injective Banach lattice is Dedekind complete
and has the Fatou and Levi properties.

< For every Banach lattice X the natural embedding » : X — X" is
a lattice isometry and (X)) is a closed sublattice in X”. If X is injective,
then there exists a positive contractive projection from X" onto s(X);
see Theorem 5.10.6 (3). Given an order or norm bounded set U in X,
there exists y := sup »(U) in X", since X" is Dedekind complete and
has the Levi property. Moreover, the identities z:= »~!(Py) = sup(U)
and ||z|| = sup,¢y ||u| evidently are true in X because X" has the Fatou
property too. >

5.10.8. Corollary. The Banach lattice of continuous function C(K)
on a Hausdorff compact topological space K is injective if and only if K
is extremally disconnected.

<1 This is immediate from 5.10.3 and 5.10.7 on using the Kakutani—
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Kreins Representation Theorem and the Nakano—Stone Completeness
Theorem. >

5.10.9. (1) A Banach lattice X has the Cartwright property if, given
z1,%2,y € X4 with |lz1]] < 1, |Jz2|| < 1, and ||x1 + 22 + y|| < 2, there
exist y1,y2 € X4 such that y1+y2 = v, [|[z1+vy1]] < 1, and ||z2+y2| < 1.

(2) A Banach lattice X has the splitting property if, given 1, x2,y €
X+ and 0 < rq,73 € R with ||z1]| < r1, ||z2]] < re, and ||z + 22 + y|| <
r1 + 7o, there exist y1,y2 € X4 such that y1 + y2 = v, ||z1 + v1]| < 71,
and [|za + yo|| < ro.

(3) A Banach lattice X has the finite order intersection property if,
given z € X, and finite collections z1,...,2, € X4, y1,...,Ym € X4+
and strictly positive reals r1,...,r, € Ry, s1,...,5, € R4 such that
llz.)| <70y |yl < 55, and ||z, +y, + 2| <7, + s, forall e:=1,...,n and
7:=1,...,m, there exist u,v € X4 with z =u+ v, ||z, + u|| < r,, and
ly, +v|| <s, foralle:=1,...,nand 3:=1,...,m.

5.10.10. Theorem. A Banach lattice has the Cartwright property
if and only if it has the splitting property if and only if it has the finite
order intersection property.

< See Cartwright [85, Theorem 2.9]. >

5.10.11. Theorem. A Banach lattice has the Cartwright property
if and only if its bidual is injective. A Banach lattice is injective if and
only if it has the Cartwright property and property (P).

< See Cartwright [85, Theorem 3.6 and Corollary 3.8]. >

5.10.12. Theorem. A Banach lattice is injective if and only if it
has the Cartwright, Fatou and Levi properties.

< See Haydon [169, Theorem 3.6 and Corollary 5.D]. >

5.11. INJECTIVES: M-STRUCTURE

In this section we will demonstrate that injective Banach lattices
carry M-structure in addition to their structure as Banach lattices, which
determines important peculiar properties. We start with some elemen-
tary facts concerning M-projections.

5.11.1. For a projection 7 in a Banach space X the following are
equivalent (with 7t := Ix — ) :

(1) [lz]| = max{||zz], [|=*=(]} (z € X).

(2) [|Iru + 7to|| = max{||7ul, |[7tol|} (v,v € X).
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(3) llmu + 7ol < max{|ul, [Joll} (u,v € X).

<1 The equivalence (1) <= (2) is immediate: Putting z:= mu + 71v
in (1) yields (2) and, conversely, (1) is the particular case of (2) with
T = u = v. It is easily seen from (1) that 7 and 7 are contractive,
which shows that (2) = (3). For the implication (3) = (1) observe
that taking u:= mx and v:= 71y in (3) yields | z| < max{||xz|, |7 =|}
and the reverse inequality is also true, since 7 and 7 are evidently
contractive under the assumption (3). >

5.11.2. Theorem. Assume that a Banach lattice X has the Fatou
and Levi properties. Then M(X) is an order closed subalgebra of the
complete Boolean algebra P(X). In particular, a Banach lattice having
the Fatou and Levi properties is B-cyclic with B:= M(X).

< It is immediate from 5.7.12 that 7 and 7+ are M-projections or
not simultaneously. If = and p are M-projections then, from 5.11.1(1,
2) we deduce

lz]| = max{|lxz], =z}
= max{max{|[prz|, ||p* 7z}, |7 2|}

= max{||prz, max{||w(z — pz)]|, |7 ()[I}}

= max{||prz|, [|(I — pm)z[[},

so that 7mp is an M-projection. It follows easily by induction that
2]l = sup{||maz| : a € A}

for every finite partition of unity (74)aca in M(X) and for all z € X.
Observe that the last identity is true for an arbitrary partition of unity
(7o) aea provided X has the Fatou property. Indeed, if © stands for the
collection of all finite subsets of A and pg := sup,¢q 7o then the family
(polz|)oco is upward directed with |z| = supgcg polz| and taking the
Fatou property into account we deduce

2] = sup [|pe|2| || = sup sup [[za|z] || = sup |[maz].
0cO 0€0 ach Q€A

Assume now that 7 € P(X) lies in the order closure of M(X) in P(X).
Then there exist a partition of unity (74 )aea in M(X) and a subset Ay C
A such that m = sup,ca, To and 7t = SUP,ea; Mo With Aj = A\ Ay.
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From the above we get

|z]| = sup ||raz| = max{ sup ||max||, sup ||7rax}
acA acAy acAj

= max{|zz|, |7t 2|}.

Thus 7 € M(X) and M(X) is an order closed subalgebra of P(X). >

5.11.3. Let B be a band in a Banach lattice X. An element z € X is
called mazimal in B if x is a maximal element of the set {y € X : |ly|| =
lz]|} N B. We say that = is mazimal if B = X and relatively mazimal if
B = {z}*+. Given u € X, put

My={xeX: |lu+ty| > |u| for all 0 <y < |z|}.

It is immediate from the definition that M, is solid; i.e., x € M, and
ly| < |z| imply y € M, for all z,y € X. In particular, 0 € M, and
My = X. Also, it can easily be seen that u is maximal in B if and only
if B= M,.

5.11.4. Let a Banach lattice X have the Levi and Fatou properties.
Given a band Xy, 0 < e € RU{o0}, and = € Xy, there exists a maximal
element of the set

Ve(@):={y € Xo: y =, |yl = llzll, [l= -yl <e}.

< It is an easy consequence of the Kuratowski—Zorn Lemma. We
need only observe that a linearly ordered subset A C V.(x) is norm
bounded and has supremum a = sup(V:(z)) < y in X by the Levi
property, while the Fatou property implies ||a|| = sup,c 4 ||a|| = ||| and
la — y|l = supgea lla — yl| < ¢, so that a € Vo(z). >

5.11.5. If a Banach lattice X has the Cartwright property then ||u+
v1 + ve|| = |lul| + [Jvr + va| for all 0 < v1,ve € M,,.

< Put s:= |lug +v2, t:= ||u||, and r:= ||v; + vo + u|| — ¢. Note that
r < s and apply the Cartwright property with z1:= vy +vs, z2:= u, and
y:= (1= (r/s))(v1 +v2). By 5.10.9 (2) there exist y1,y2 € X such that
y1+y2 =y, |lu+y| =t and |jv1 + v2 + y2| = s. If y2 # 0 then either
x:= Yo A1 OF T:= Y2 Avg is nonzero and t = |ju|| < |lu+tz| < |lutyz| = ¢
At the same time 0 < z < v; or 0 < z < v9 and so x € M, implying
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that ||u + z|| > ||u|| by definition. This contradiction shows that yo = 0
and y; = y. Hence, we arrive at the equation

lor + w2l = 5 = [l +v2 +3ull = (1 + (1= 7/s))[|or + v

which implies that r = s. >

5.11.6. If a Banach lattice X has the Cartwright property then M,
is a band and ||u + |z| || = ||u|| + ||z|| for all z € X.

< It is an immediate consequence of 5.11.5 and the definition of M,
that M, is an order ideal in X. Assume that 2y = sup(A) € X for some
upward directed set A C (M,)4. For an arbitrary 0 < yo < z¢ choose
x € A such that 0 < zAyy =:y. Then 0 < y < x € M, and by definition
llyo + ul| = ||y + u|| > ||lu||, so that z¢ € M,, and M, is a band. >

5.11.7. Let X be a Banach lattice with the Cartwright, Levi, and
Fatou properties and 0 < uw € X. Then the representation holds (with
||/||z|| = 0 for z:=0):

u
Mt .= {:c eX: Hu—|— |x\u H = ||u||}
]
< Without loss of generality we can assume that |lul| = 1, since

My, = M, for all 0 < A € R. Now it suffices to prove that the element
r € X, with ||z|| = 1 lies in M if and only if |lu+z| = 1. If Ju+z| =1
and 0 < zo < z for some z¢ € M, then by 5.11.6 we have 1 > ||[u+zol|| =
llell + llzoll = 1 + ||zo]|; it follows that zg = 0 and = L M,,.

Conversely, assume that 0 < = € M- and ||z|| = 1. Then the set
U@):={ye X: 0<y<uz, ||lu+t+yl =1} is nonempty, since otherwise
x € M,, contradicting the choice of . Note that for an upward directed
set A C U(x) we have yo:= sup(4) € U(z), since by the Fatou property
[u+ yoll = sup,e4 [lu + y[| = 1. By the Kuratowski-Zorn Lemma there
exists a maximal element § € U(z). Put z:= x — § and observe that
[+ 2]l = ||zl =1 and lu+§+ 7+ 2] = [[u+7+=| < 2. Applying the
Cartwright property 5.10.9 (1) with z1:= u+ g, z2:= g, y:= 2, we can
split z as z = z1 + 22, where |[u + § + 2z1|| < 1 and ||§ + 22| < 1. The
maximality of ¢ in U(x) implies 2z = 0 and |[u+z| = |Ju+g+=21| = 1. >

5.11.8. Let X be a Banach lattice with the Cartwright, Levi, and
Fatou properties. Then M, is an M-band for every u € X .

< Given u € X with |lu| = 1, take y € M, and z € M with
max{||y|, ||z||} < 1. By 5.11.7 |lu+ 2| = 1, and so ||u + z + y| < 2.
By the Cartwright property there exist wyi,ys € Xy with y1 +y2 =y,
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llu + 1] < 1, and ||z + yo|| < 1. Since y € M, we have y; = 0, and so
y=yzand ly+z| <11

5.11.9. Theorem. Let X be a Banach lattice with the Cartwright,
Levi, and Fatou properties. If M(X) = {0, Ix} then X is an AL-space.

<1 Assume that X is not an AL-space. Then there exist x,y € X
with ||z + y|| < ||=|| + ||lyl|. Note that = # 0 and y # 0. Take 0 < € <
Izl + llyll = llz + y||, form V.(z) as in 5.11.4 with X, = X, and denote
by u a maximal member of V.(x). Prove that M, is a nontrivial proper
M-band. If y € M, then ||u+ y|| = |Ju| + |ly|| by 5.11.6 and this yields
a contradiction:

lutyll < llz+yll+llu—zll < llz+yll+e <[l + [yl = llull + -

Thus y ¢ M, and M, # X. Observe now that x is not maximal, since
otherwise x = u # 0 and we again arrive at a contradiction M, = X.
If u — x were maximal, then we would have M, _, = X and 5.11.6
would imply [ul| = [[(u —2) + zl| = [lu — 2| + [lz] > [zl = [lu].
Thus, M-, # {0} and by 5.11.6 we can choose 0 < v € M;-  with
[lol| = |lu — || and ||u —z + v| = |ju — x| < e. If v ¢ M, then there
would exist 0 < z < y such that ||u + z|| = ||u|| = ||z||. This contradicts
maximality of u, because ||[u + z — z|| < |lu+ v — 2| < e. It follows
that v € M,, # {0}. It remains to apply 5.11.8 to conclude that [M,] is
a nontrivial proper M-projection; i.e., M(X) # {0, Ix}. >

5.11.10. Corollary. For an injective Banach lattice X the following
are equivalent:

(1) X is an AL-space.

(2) M(X) ={0,Ix}.

(3) Z,n(X) is one-dimensional.

< Evidently, (2) and (3) are equivalent for every Banach lattice,
while (2) = (1) is just Theorem 5.11.9. The remaining implication

(1) = (2) is easy and can be extracted from Harmand, Werner, and
Wener [166, Example 1.6 (a) or Theorem 1.8]. >

5.12. REPRESENTATION OF INJECTIVE BANACH LATTICES

The results above allow us to get the representation results for injec-
tive Banach lattices.

5.12.1. Theorem. Let X be a B-cyclic Banach lattice and let 2~ be
its Boolean valued representation in V(®). Then the following hold:
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(1) V®  “2" is injective” if and only if X is injective.
(2) V®) £ “2" is an AM-space” if and only if X is an AM-space.

(3) V(®) £ “2 is an AL-space” if and only if X is injective and B ~
M(X).

< (1): Theorem 5.10.2 is valid within V(®) by transfer. In view
of Theorem 5.9.6 (2) we only have to show that [£  has the splitting
property] = 1 if and only if X has the splitting property. It is easy to
see that [2 has the splitting property] = 1 is equivalent to the following
property: For all z,y,z € Xy with |z] < 1, |y| < 1, and |z+y+ 2| < 21,
there exist u,v € Xy such that z =u+wv, |t +u| <1 and |y + v| < 1.
But the latter amounts to the splitting property in X, since the relations
|z] < C1 and ||z]|x = |||z]l|cc < C are equivalent.

(2): Since the A-valued norm |-| in X is the restricted descent of the
norm || - || - and the join (x,y) — zVy in X is the descent of the similar
operation on 2, it follows that [|| - || 2 is an M-norm] = 1 if and only
if |lzvy|=|z|V|y| for all z,y € XT. Since (A,] - ||) is an AM-space,
we deduce [z Vyllx = [z V yllleo = lll2lllc VIllylllec = llzllx V llyllx-

(3): By transfer and Theorem 5.11.9 we can claim that [2" is an AL-
space if and only if 2" is injective and M(2") = {0, [4 }] = 1. Therefore,
the result is immediate from (1), Theorem 5.9.1, and 1.8.1. >

5.12.2. Corollary. Let X be a Banach lattice with the Fatou and
Levi properties and B an isomorphic copy of the complete Boolean alge-
bra M(X). Then X is injective if and only if X is lattice B-isometric to
the bounded descent of some AL-space 2~ from V(®),

< It is immediate from Theorems 5.11.2 and 5.12.1(3). >

5.12.3. A positive operator T': X — Y is said to have the Levi prop-
erty if sup z, exists in X for every increasing net (z,) C X, provided
that the net (T'z,) is order bounded in Y. A Maharam operator T is
an order continuous order interval preserving (= T'([0,z] = [0, Tx]) for
all z € X, ) operator (cp. 5.2.1).

5.12.4. Consider vector lattices X and Y, with Y order complete,
and an operator ® € L (X,Y). Suppose that ® is strictly positive
(= z > 0 implies ®(z) > 0) and put |z|:= @(|z|) (z € X). Then (X, |-])
is a lattice normed space. The bo-completion of X denoted by L!(®) is
a Banach-Kantorovich lattice (cp. [228, Theorems 2.2.8 and 2.2.11]). It
is easy to
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see that L'(®) = X if and only if ® is a strictly positive Maharam
operator with the Levi property.

5.12.5. Theorem. Let X be a Banach lattice with the complete
Boolean algebra B = M(X) of M-projections, and let A be a Dedekind
complete unital AM-space such that P(A) is isomorphic to B. Then the
following are equivalent:

(1) X is injective.

(2) X is lattice B-isometric to the bounded descent of some AL-space
from V(B),

(8) There exists a strictly positive Maharam operator ® : X — A
with the Levi property such that X = L'(®) and ||z| = ||®(|z])||ec for
allz € X.

(4) There is a A-valued additive norm on X such that (X,|-|) is

a Banach—Kantorovich lattice and ||z|| = H|ac|Hoo for all x € X.
< (1) <= (2): This follows from Corollary 5.12.2 and Theorem
5.12.1(3).

(2) = (3): Assume that the Boolean valued representation £  of X
is an AL-space within V(®), Working within V(&) and using the transfer
principle, we can find a strictly positive order continuous functional ¢ :
X — Z with the Levi property such that ||z|| 2 = ¢(|z|) for all x € 2 .
The descent ®' := ¢ as well as its restriction ® := ®'|x : X — A is
a strictly positive Maharam operator with the Levi property (cp. 5.2.8).
Since |-| = (||| 2 )4 we have |z| = ®(|z|) for all z € X. By the definition
of restricted descent ||z|x = HIxIHoo = ||®(|z]) ]| co-

(3) = (4): If (3) is true then some A-valued additive norm on X
is defined by |z|:= ®(|z|) (z € X). The fact that (X,]|-]) is a Banach—
Kantorovich space follows from Theorem 5.5.7.

(4) = (2): This is immediate from Theorems 5.8.11, 5.9.1, and
5.12.1(3).

5.12.6. Corollary. If ® is a strictly positive Maharam operator
with the Levi property taking values in a Dedekind complete AM -space
A with unit and ||o]| = |®(|2])|o (x € L1(®)), then (LL(@), |I-]) is
an injective Banach lattice and there is a Boolean isomorphism ¢ from
P(A) onto M(LY(®)) with m o ® = ® o () for all m € B.

Conversely, each injective Banach lattice X is lattice B-isometric to
(LY(®), ||-l) for some strictly positive Maharam operator ® with the
Levi property taking values in a Dedekind complete AM-space A with
unity, where B = P(A) ~ M(L'(®)).
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5.12.7. Corollary. An injective Banach lattice has an order B-
continuous norm with B the complete Boolean algebra of its M-projec-
tions.

< It is immediate from 5.9.6 (3) and 5.12.5(2). >

5.12.8. Corollary. An injective Banach lattice X has an order
continuous norm if and only if X is a finite l,.-product of AL-spaces.

< It is clear from the representation ||z|x = ||®(|z])]|e (z € X)
that X has an order continuous norm if and only if A has an order
continuous norm. But the latter occurs only if A is finite dimensional. >

A Maharam operator ® in Theorem 5.12.5 (3) and Corollary 5.11.6
is not unique. If ¢ is an automorphism of B then there exists a unique
lattice isomorphism & of A onto itself such that &(71) = o(m)1. The
operator o is called the shift by o. If ¢ is the shift in A by an auto-
morphism of B and g is an invertible positive orthomorphism in L;(®)
then ¥ = 5 o ® o 3 is a strictly positive Maharam operator with the
Levi property and the Banach lattices L;(®) and L;(¥) coincide. The
following result tells us that this example is exhaustive.

5.12.9. Theorem. Let X be an injective Banach lattice and let
® U : X — A be strictly positive Maharam operators with the Levi
property such that ||®(|z])||cc = ||zllx = [[¥(|z|)||leo for all z € X.
Then there exist an automorphism o of B and an invertible positive
orthomorphism (3 in X such that ¥ =7 o ® o (3.

< If the conditions above are satisfied then ®(X) = A = ¥(X) and by
Corollary 5.2.4 (2) there are order continuous Boolean homomorphisms
0,7 : B — M(X) such that mo ® = ® o g(7) and 7o ¥ = ¥ o 7(7) for
all 7 € B. Observe that o:= 77! 0 p is an automorphism of a Boolean
algebra B. Let o stand for the corresponding shift operator on A. It can
easily be seen from the definitions (see Kusraev [228, 5.3.2, 5.3.3]) that
o(mX) = o(m)a(A) for all m € Band A € A. Put &; = 5o ® and note that
®, is also a strictly positive Maharam operator with the Levi property.
Moreover, ¥ is absolutely continuous with respect to ®;. Indeed, for
m € B and z € X we have

o(m)®1(2) = o(r)5(2()) = 3(r ()
— 5(®(o(m))) = ®1(o(m)z) = D1 (ro(r)2),

and so mo ®; = @y o7(mw) (m € B). If 7®1(z) = 0 for some 7 € B and
z € X4 then ®1(7(m)z) = 0 and 7(7m)xz = 0, as ®; is strictly positive.
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It follows that 7¥(z) = ¥(7(n)x) = 0 and so ¥(z) € ®;(z)** for all
x € X;. By the Radon—Nikodym Theorem 5.3.9 there exists a sequence
(Br) of positive orthomorphisms in X such that ¥(z) = sup,, ®1(6,x)
for all x € X . The positive orthomorphism § = sup,, 3, is well defined
in X, since ®; has the Levi property. Moreover, by order continuity we
have U(z) = ®1(fz) (r€ X)or U =G0Pof. >

5.12.10. The construction of the Maharam extension of positive op-
erators (see Section 5.5) together with Corollary 5.12.6 supplies plenty
of injective Banach lattices. Recall some notation. Given a subset M of
a vector lattice X, denote by MV the collection of all elements z € X
that can be written as = inf(A), where A is a downward directed
subset of M. The set M" is defined similarly on using upward directed
sets. We also put MV := (M4)". Write 2,,(X) for the order closed
f-subalgebra of the center 2°(X) generated by M(X).

We recall also that a subspace Xy of a B-cyclic Banach space X is
said to be B-dense if for all x € X and 0 < € € R there are z. € X,
a partition of unity (m¢)eez in M(X), and a family (z¢)¢e= in Xo such
that ||z — z.|| < € and mexe = mexe (£ € 2).

5.12.11. Theorem. Let L be a vector lattice, let A be a Dedekind
complete AM-space with unit, and let ® : L — A be a positive operator.
Then there exists a unique (up to lattice isometry) injective Banach
lattice X such that the following hold:

(1) M(X) = P(A).

(2) There are a lattice homomorphism ¢ from L to X and an f-al-
gebra isomorphism h from % (A) onto 2,,(X) such that ||c®(x)|e =
[p(o)e(2)]| (z € Ly, 0 € Z(A)y).

(3) «(L) is B-dense in X.

(4) X = X1, where X, comprises all finite sums Soney mt(zy) with
mr €MX)andzp, € L (k=1,...,n€N).

< The Maharam extension ® of ® is a strictly positive Maharam
operator by Theorem 5.5.7. If X = L'(®) is the domain of & (see
5.6.1) and ||z|| = [|®(|z])]|ec (x € X) then X is an injective Banach

lattice by Theorem 5.12.5. The properties (1)—(4) are immediate from
Theorems 5.5.7 and 5.6.3. >

5.12.12. Theorem. Let X be an order B-continuous B-cyclic Ba-
nach lattice and let X* be its universal completion. There exists an
order dense ideal L in X" which is an injective Banach lattice with
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M(L) ~ B. Moreover, if L = L'(®) for a strictly positive Maharam
operator ® : L. - A = A(B) with the Levi property, then the map-
ping assigning the operator S, : X — A to an element x' € X' by
Sy () = @ (z-2') (x € X) is a lattice B-isometry from X' onto X*.

<1 The Boolean valued representation 2 of X is an order continuous
Banach lattice within V(&) (cp. Theorem 5.9.6). Working within V(®) we
can find an order continuous strictly positive functional ¢ : Ly (¢) — £
having the Levi property, with L (¢) an order dense ideal in the universal
completion 2% of 2. Put 2":= {2’ € ZV: 2’ - 2 C L'(¢)}. Then
assigning to every element ' € 2" the functional o, : © — ¢(zz’)
(z € Z) yields a lattice isometry from 2™ onto the dual Z™*. It is easy
to see that 2¥| = X". Define ® as the restriction of ¢ to L:= L*(®):=
{z € X" : ¢)(z) € A}. Clearly, ® is a strictly positive Maharam operator
with the Levi property and so L'(¢)l} = L'(®). It remains to observe
that identifying X with an order dense ideal in 2"] we have Z*| = X#,
Z')=X',and Sy = 05 >

5.12.13. Corollary. An injective Banach lattice X is lattice B-
isometric to £, g(Z(X),A) == LB(Z(X),A)N L (Z(X),A). If X is
represented as Ly (®) for a strictly positive Maharam operator ® with
the Levi property, then the lattice B-isometry is carried out by assigning
to each x € X the operator S, : m — ®(7wx) (7 € Z(X)).

< Put X := L;(®) in Theorem 5.12.12. Then 2" = L1(¢) and so
2" = Loo(¢). Consequently we can deduce X' = 27|} = Loo(9)| =
Loo(®). It remains to note that Lo, (®) and Z(X) are lattice B-isometric
and X* = %, (X, A) by Corollary 5.9.7 (7). >

5.12.14. Corollary. Let X be an injective Banach lattice, while Y
and A be Dedekind complete AM-spaces with unit such that P(Y) ~
P(X) and B := P(A) ~ M(X). Then X is lattice B-isometric to
Z,s(Y,A).

5.13. OPERATORS FACTORABLE THROUGH
INJECTIVE BANACH LATTICES

This section treats the operators that admit factorization through
injective Banach lattices. In fact we implement the Boolean valued
interpretation of a portion of the theory of cone absolutely summing
operators.
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5.13.1. Let X be a Banach lattice and let Y be a B-cyclic Banach
space. Denote by Prt, := Prt,(B) and Z5,(X) the set of all countable
partitions of unity in B and the collection of all finite subsets of X,
respectively. Given T' € Z(X,Y), put

o(T):=og(T):=su inf su Tz, :
1= os(ymsp | nt s 3 mT

(x,) € Pan(X),

<1},

An operator T' € .Z(X,Y) is said to be B-summing if o(T) < oo.
Thus, T is B-summing if and only if there exists a positive constant C
such that for every finite collection z1,...,z, € X there is a countable
partition of unity (7)ren in B with

n
>l
=1

n
sup mTx,|| < C
keN; | l <

n
D> _lai
1=1

Denote by #g(X,Y") the set of all B-summing operators.

5.13.2. Observe that if B = {0,1} ~ {0,Iy} then #(X,Y) :=
Z70,1}(X,Y) is the space of cone absolutely summing operators (cp. [356,
Ch. 4, §3, Proposition 3.3 (d)]) or (which is the same) (1, 1)-concave op-
erators. In this case o(T') takes the form

§(T):= 0’{0,31}(T)::

sup { ST : (2.) € Pan(X),
=1

n

> Izl

=1

<1},

A linear operator T is cone absolutely summing if and only if for every
norm summable sequence (x,) in X, the sequence (T'z,,) is absolutely
summable in Y (cp. [356, Ch. 4, §3, Proposition 3.3]).

Let 2 and % stand for the Boolean valued representation of X
and Y, respectively. Write .7 (2", #') for the space of all cone absolutely
summing operators from 2" to % within V(®), If 7 € .7(2, %) and
T =7 then [o(T) =<(7)] = 1.

5.13.3. Suppose that @ is a Stonean space and X is a Banach space.
Let Coo(Q, X)) be the set of cosets of continuous vector-functions u that
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act from comeager subsets dom(u) C @ into X. (Recall that a set is
called comeager if its complement is of first category.) Vector-functions
u and v are equivalent if u(q) = v(q) whenever ¢ € dom(u) N dom(v).
The set Co (@, X) is endowed, in a natural way, with the structure of
a module over the f-algebra C(Q). Moreover, the continuous exten-
sion of the pointwise norm ¢ — ||u(q)|| defines a decomposable norm
u — |ul € Cu(Q) on Coo(Q, X). Moreover, Cp(Q, X) is a Banach—
Kantorovich space (cp. 5.8.4).

Denote by Cx(Q, X) the part of Coo(Q, X) that consists of vector-
functions u satisfying |u| € C(Q) endowed with the norm ||ul|:= |||u|||c0
(cp. Kusraev [228, 2.3.3]). Suppose that @ is a Stonean space and X is
a Banach lattice. Then the space Cx(Q, X) is a B-cyclic Banach lattice
with B isomorphic to the Boolean algebra Clop(Q) of clopen subsets of
Q. For U € Clop(Q) the corresponding M-projection in Cyx(Q,X) is
given by u — lyu.

5.13.4. Theorem. Suppose that X is a Banach lattice and % is the
completion of the metric space X within V(®). Then [ Z is a Banach
lattice] = 1 and 2| is B-isomorphic to C4x(Q,X). Moreover, if Y is
a B-cyclic Banach lattice, then T +— T o h is a lattice B-isometry from
B(Cx(Q,X),Y) onto £ (X,Y), where h is the lattice isometry from
X into Cx(Q, X) defined as h(z):= lgz.

< The proof is a due modification of Kusraev [228, 8.3.4]. >

5.13.5. Corollary. A Banach lattice X is an AL-space if and only if
Cx(Q, X) is an injective Banach lattice with M(Cx(Q, X)) isomorphic to
the Boolean algebra Clop(Q). The Boolean isomorphism sends a clopen
set G C Q to the M-projection u — ulg (u € Cx(Q,X)).

< Assume that X is an AL-space. By restricted transfer (X*, |- ||*)
is a normed vector lattice over R* within V(®), Moreover, the norm || - ||
is additive on the positive cone (X"); and so 2" is an AL-space within
V(B). Thus, C4(Q, X) is an injective Banach lattice with M(Cx(Q, X))
isomorphic to Clop(Q) by Theorems 5.12.1 (3) and 5.13.4. Conversely,
the mapping = — 1gz is a lattice isometry from X onto a closed vector
sublattice in Cx(Q,X). Therefore, X is injective whenever Cx(Q,X)
is injective. If 7 € M(X) then v — moulg (u € Cx(Q,X)) is an M-
projection in Cx(Q, X) and M(Cx(Q, X)) ~ Clop(Q) implies 7 = 0 or
m = Ix. Thus, X is an AL-space by Theorem 5.11.10. >

5.13.6. Theorem. Let X, 2, and Y be as in Theorem 5.13.4,
and let % be the Boolean valued representation of Y. For every
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T € .8(X,Y) there exists a unique .7 := Tte VB) determined from the
formulas

e X, 2)]=1, [T2"=Tz]=1 (z€X).
The mapping T —  is a B-isometry from /g(X,Y’) onto the restricted

descent .S (2, % ).

<1 Suppose that T € £g(X,Y) and its Boolean valued representa-
tion 7 (see Theorem 5.8.12) is cone absolutely summing; ie., T €
(L, #)). Then ¢(7) € A and we can assume ¢(.7) < C1 for some
0 < C € R. Moreover, the relation

(V0 € Zeu(2)) D || T| < C

x€eh

> Izl

z€h

(%)

holds in V(®) and so its Boolean truth value is 1. Recall that X" is
a dense sublattice in 2. Replacing 2" and 0 € P5,(2") by X" and
0 € Pgn(X") respectively and using the formula P, (X*) = P, (X)),
we can replace the universal quantifier in (x) over finite subsets of X*
within V(®) by the external infimum over § € Pg,(X) and get

> lal

el

VO £ 3 7l <

el

Recall that if Q is the rationals then Q" may be considered as the internal
rationals. Denote by B(%/) the unit ball of #". Given 0 < € € R and
0 € Pan(X) we have the sentence that is a formal presentation of the
fact that || Tz|| <1y < (14 ¢€)||.Tx| for a suitable rational r,:

Ve e )3r, e Q) (re < 1 +eM|Tz|) N Tz €rpyB(¥)).

Replacing quantifiers by infimum over § and supremum over § we deduce
that for every x € 6 there are a countable partition of unity (7, ) and
a sequence of rationals (7 ) such that

Mok S [(rpp <A+ N[ T2 ) AN (T2" e, B(#))] (keN).
Let (71) be a common refinement of the finite collection of partitions of
unity (ry k) (x € ). Then for every = € 0 there is k(x) € N such that

Tk < [rf wgy < A+ T2,
m < [Ta" €y iy B@)] (keN).

(%)
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Since [Z2" = Tx] = 1 and 7, ) B(Y) = (T‘;\’k(m)B(g))U, the second
relation in (+**) implies TxTx € 74 () B(Y) or [|[mpTx|| < 74 k(). The
last inequality together with (%) and the first relation in (x*x) yields

(Simrel) < (Srewen)

zel e

_Zrzk(z) 1+€ Z"ymA‘l 1+€
zel x€h
Soal])

(1+8
z€eh

It follows that for every finite subset # C X we have

| Ll

x€h

)| 12

x€h

inf sup mTx (1+¢)
e Dl

Thus, T is B-summing and o(T") < C, since € > 0 is arbitrary.

Conversely, assume that T € ./g(X,Y) and C is a positive constant
in Definition 5.13.1. Them for a finite subset # C X there is a countable
partition of unity () in B such that

V Ylmrel < \/ Y ImTe|ma < €

keN zeb keEN ze6

Z|ZL‘| 1

xel

Using the definition of 7, we deduce from the last inequality

T < I[Z |Tx"| = ZlTa:l]] AN(Vx € )Tz = m,Tx]

e zel
<X = Timral <ot | S| ]
x€l xel el

Finally, for every 6 € Pg,(X) we have

1=\ m < [[an

keN xel

DM

zel

ﬂ

and so we arrive at (*), which implies that .7 € .(2, %) and [¢(.7) <
C'l=1rp>

5.13.7. Corollary. Let X be a Banach lattice and let Y be a B-
cyclic Banach lattice. An operator T € 45(X,Y) is B-summing with
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o(T) < C if and only if there exists A € A such that ||\« < C and for
every finite collection z1,...,z, € X we have

n

S ITz ] < A

1=1

n

>l

1=1

5.13.8. Theorem. Let X be a Banach lattice and let Y be a B-cyclic
Banach lattice. For T € 45(X,Y) the following are equivalent:

(1) T is B-summing and o(T) < C.
(2) There exists a linear operator S € £ (X, A) such that ||S|| < C
and ||[7Tz| < ||7S(|z|)||eo for all z € X and w € P(A).

(3) There exist an injective Banach lattice L, a lattice homomor-
phism T} € £ (X, L) with B-dense range, and T, € £ (L,Y) such that
||T1H < C, ||T2|| < 1, and T = T2 OT1.

< (1) = (2): Assume that T € Z(X,Y) with o(T) < C and
7 is defined as in Theorem 5.13.6. Then 7 € (2 ,%) and by
Schaefer [356, Ch. 4, § 3, Proposition 3.3 (b)] there is o € V(®) such that
[oe Z' |o]| <C"and | Tz|| < (|z|,0) forallz € Z ] =1. If S is the
bounded descent of ¢ then ||S|| < C and |Tz| < S(|z|) for all z € X.
The last inequality is equivalent to (V7 € P(A)) ||[7Tz| < ||[7S(|2])]] co-

(2) = (3): Using Theorem 5.12.11 with ®:= S, we only have to put
L:=X,Ty1:=1: X — L, and define T : L — Y by Tox:= lim._,o Tz,
and meThx, = meTu(ze) (£ € E). Evidently, by 5.12.11(2,3) we have
Ty < C, Ty € Z(L,Y) and || T3] < 1. Moreover, T =Ty 01 =Ty0T}
by definition and T;(X) is B-dense in L by 5.12.11 (3).

(3) = (1): Let T = Ty 0T be a factorization claimed in (3). Observe
that the relation |Tz| < S(|z|) (z € X) implies |Tou| < |u| (v € L).

For every finite collection z1,...,x, € X we have
n n n
Z|Tg oTz,| < ZITle = ZCD oTz,
=1 1=1 1=1

n

>

=1

1

:@oTl(i%) <C

1=1

and (1) follows from Corollary 5.13.7. >

5.13.9. Corollary. Let Xy be a Banach sublattice of a Banach lat-
tice X and let Y be a B-cyclic Banach space. If Ty € /5(Xo,Y) then
Ty admits an extension T € Sg(X,Y) with o(Tp) = o(T).
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5.13.10. Theorem. Let X be a Banach lattice and let Y be a B-
cyclic Banach lattice. The following are equivalent:

(1) #&(X,Y) is an injective Banach lattice with a Boolean algebra
of M-projections isomorphic to B.

(2) X is an AM-space and Y is an injective Banach lattice with
B =M(Y).

< In order to ensure the claim, we interpret in V(®) the corresponding
result for cone absolutely summing operators (due to Schlotterbeck; see
Schaefer [356, Ch. 4, Proposition 4.5]) saying that . (2", %) is an AL-
space if and only if 2" is an AM-space and % is an AL-space. By
Theorems 5.12.1 (3) and 5.13.6 ./g(X,Y) is an injective Banach lattice
with M(#(X,Y)) isomorphic to B if and only if [*/(Z",%) is an AL-
space] = 1. Thus, the latter is equivalent to the conjunction of the two
assertions: [£ is an AM-space] =1 and [# is an AL-space] = 1. The
claim is immediate from Theorem 5.12.1(1,2). >

5.14. VARIATIONS ON THE THEME

In this section we sketch some further applications of the Boolean
valued approach to nonassociative Radon—Nikodym type theorems, in-
tegration with respect to a measure taking values in a Dedekind complete
vector lattice, and transfer in harmonic analysis.

5.14.A. The Radon—Nikodym Theorem for JB-Algebras

5.14.A.1. Let A be a vector space over some field F. Say that A
is a Jordan algebra, if there is given a (generally) nonassociative binary
operation A x A 3 (z,y) — zy € A on A, called multiplication and
satisfying the following for all z,y,z € A and a € [

(1) zy =yz;

(2) (x+y)z=1zz+yz;

(3) alzy) = (az)y;

(4) (@%y)z = 2*(yo).

An element e of a Jordan algebra A is a unit element or a unit of A,
if e # 0 and ea = a for all a € A.

5.14.A.2. Recall that a JB-algebra A is simultaneously a real Banach
space and a Jordan algebra with unit 1 such that
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@) M=yl <llzll- Nyl (z,y € A),

(2) llz?l = llzl* (= € A),

(3) ll2?l < lle® + 92|l (z,y € A).

The set A, := {x? : € A}, presenting a convex cone, determines
the structure of an ordered vector space on A such that the unit 1 of the
algebra A serves as a strong order unit, and the order interval [—1, 1] :=
{z € A: —1 < x < 1} serves as the unit ball. Moreover, the inequalities
—1 <2 <1 and0 < z? <1 are equivalent.

The intersection of all maximal associative subalgebras of A is called
the center of A and denoted by Z°(A). The element a belongs to Z°(A)
if and only if (az)y = a(zy) for arbitrary z,y € A. If Z(4) = R-1,
then A is said to be a JB-factor. The center Z(A) is an associative
JB-algebra, and such an algebra is isometrically isomorphic to the real
Banach algebra C'(Q) of continuous functions on some compact space Q.

5.14.A.3. The idempotents of a JB-algebra are also called projec-
tions. The set of all projections P(A) forms a complete lattice with the
order defined as m < p <= mo p = w. The sublattice of central pro-
jections P.(A):=P(A) N Z(A) is a Boolean algebra. Given a complete
Boolean algebra B denote by A(B) a unital Dedekind complete AM-space
with B ~ P(A(B)) (which is unique up to lattice isometry). Assume that
B is a subalgebra of the Boolean algebra P.(A) or, equivalently, A (B) is
a subalgebra of the center Z(A). Then we say that A is a B-JB-algebra
if, for every partition of unity (es)¢ez in B and every family (z¢)ee=
in A, there exists a unique B-mixture z := mix¢cs (ecz¢); i.e., the only
element © € A such that e;xze = ecx for all £ € =, If A(B) = Z(4),
then a B-JB-algebra is also referred to as centrally extended JB-algebra.

The unit ball of a B-JB-algebra is closed under B-mixing. Conse-
quently, each B-JB-algebra is a B-cyclic Banach space.

5.14.A.4. Theorem. The restricted descent of a JB-algebra
within V() is a B-JB-algebra. Conversely, for every B-JB-algebra A
there exists a unique (up to isomorphism) JB-algebra </ within V(B)

whose restricted descent is isometrically B-isomorphic to A. Moreover,
[« is a JB-factor] = 1 if and only if A (B) = Z(A).

< See Kusraev and Kutateladze [249, Theorem 12.7.6] and Kus-
raev [226, Theorem 3.1]. >

5.14.A.5. Now we give two applications of the above Boolean valued
representation result to B-JB-algebras. Theorems 5.14.A.7 and 5.14.A.11
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below appear by transferring the corresponding facts of the theory of JB-
algebras.

Let A be a B-JB-algebra and put A := A (B). An operator ® € A#
is called a A-valued state if ® > 0 and ®(1) = 1. A state ® is said to
be normal if, for every increasing net (z,) in A satisfying z := sup z,
we have ®(x) = o-lim ®(z,,). If &7 is the Boolean valued representation
of A, then the ascent ¢ := ®1 is a bounded linear functional on < by
Theorem 5.8.12. Moreover, ¢ is positive and order continuous; i.e., ¢ is
a normal state on 7. The converse is also true: if ¢ is a normal state
on /] = 1, then the restriction of the operator ¢ | to A is a A-valued
normal state. Now we will characterize B-JB-algebras that are B-dual
spaces. Toward this end, it suffices to give Boolean valued interpretation
for the following result.

5.14.A.6. Theorem. A JB-algebra is a dual Banach space if and
only if it is monotone complete and has a separating set of normal states.

< See Shultz [364, Theorem 2.3]. >

5.14.A.7. Theorem. Let B be a complete Boolean algebra and let
A be a Dedekind complete unital AM-space with B ~ P(A). A B-JB-
algebra A is a B-dual space if and only if A is monotone complete and
admits a separating set of A-valued normal states. If one of these equiva-
lent conditions holds, then the part of A* consisting of order continuous
operators serves as a B-predual space of A.

< See Kusraev and Kutatelaze [249, Theorem 12.8.5] and Kus-
raev [226, Theorem 4.2]. >

5.14.A.8. An algebra A satisfying one of the equivalent conditions
5.14.A.7 is called a B-JBW-algebra. If, moreover, B coincides with the
set of all central projections, then A is said to be a B-JBW-factor.
It follows from Theorems 5.14.A.4 and 5.14.A.7 that A is a B-JBW-
algebra (B-JBW-factor) if and only if its Boolean valued representation
o € VB is a JBW-algebra (JBW-factor).

A mapping @ : A, — AU{+o0} is a (A-valued) weight if the following
are satisfied (under the assumptions that A + (+00) := 400 + A := 400,
A-(400) =: Aor all A € A, while 0-(400) := 0 and +00+(+00) := +00):

(1) ®(z+y) =P(x) + P(y) for all z,y € Ay;

(2) 2(A\z) =AP(z) forall z € Ay and A € Ay
A weight ® is said to be a trace provided that

(3) ®(x) = ®(Usz) for all z € A, and s € A with s =1.
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Here, U, is the operator from A to A defined for a given a € A as
U, : x — 2a(ax) — a® (z € A). This operator is positive; i.e., Uy(A}) C
Ai. Ifa € Z(A), then U,z = a’z (z € A).

A weight (trace) ® is called normal if ®(z) = sup, ®(z,) for every
increasing net (z,) in A4 with z = sup,, z,; semifinite if there exists an
increasing net (ao) in Ay with sup,, aq = 1 and ®(a,) € A for all ; and
bounded if ®(1) € A. Given two A-valued weights ® and ¥ on A, say
that @ is dominated by W if there exists A € A1 such that ®(z) < A\¥(z)
forall z € A;.

5.14.A.9. We need a few additional remarks on descents and ascents.
Fix 400 € V(B If A= %I, and A= %] then

(AU {+o0o})T = (AU {+o0})T = At U {+oo}t = Z U {+o0}.

At the same time, A*:= (ZU{+o00})| = mix(Z]U{+00}) consists of all
elements of the form A, := mix(7\, 71 (+00)) with A € A¥ and 7 € P(A).
Thus, A" U {+0c0} is a proper subset of A*, since z, € AU {400} if and
only if r=0o0r m = I4.

Assume now that A = /| with &/ a JB-algebra within V(®) and
B isomorphic to P(A). Every bounded weight ® : A — A is evidently
extensional: b:= [z = y] implies bz = by, which in turn yields b®(z) =
O(bx) = ®(by) = bP(y) or, equivalently, b < [®(z) = ®(y)]. But an
unbounded weight may fail to be extensional. Indeed, if ®(xg) = 400
and ®(z) € A for some zg,x € A and b € P(A) then

®(mix(bz, b x0)) = mix(b®(z), b (+00)) ¢ AU {+oo}.

Given a semifinite weight ® on A, we define its extensional modifi-
cation ® : A — A* as follows. If ®(z) € A we put ®(z) := &(z). If
®(z) = +oo then z = sup(D) with D:={a€ A: 0 <a <z, ®(a) € A}
by semifiniteness. Let b stand for the greatest element of P(A) such that
®(bD) is order bounded in A® and put A:= sup(®(bD)). We define ®(z)
as A = mix(bA, b (+00)); i.e., b®(z) = A and b ®(z) = b (+o0). It is
not difficult to check that ® is extensional. Thus, for ¢:= EI\>T we have
[p: o = ZU{+0}] =1 and, according to 1.6.6, & = ¢ # ®. But if
we define ¢l as p(z) = @l(z) whenever pl(z) € A and p|(z) = 40
otherwise, then ® = (&)T)l}.

5.14.A.10. Theorem. Let o/ be a JBW -algebra and let T be a nor-
mal semifinite real-valued trace on /. For each real-valued weight ¢



340 Chapter 5. Order Continuous Operators

on o/ dominated by T there exists a unique positive element h € <7 such
that ¢(a) = 7(Upi/2a) for all a € o/,. Moreover, ¢ is bounded if and
only if 7(h) is finite and ¢ is a trace if and only if h is a central element
of & .

< This fact was proved in King [199]. >

5.14.A.11. Theorem. Let A be a B-JBW-algebra and let T
be a normal semifinite A-valued trace on A. For each weight ® on
A dominated by T there exists a unique positive h € A such that
®(x) = T(Upr/22) for all z € Ay. Moreover, ® is bounded if and only if
T(h) € A and ® is a trace if and only if h is a central element of A.

<1 We present a sketch of the proof. Taking into consideration the
remarks in 5.14.A.9, we put ¢ = ® and 7= T4. Then within V(®) the
following hold: 7 is a semifinite normal real-valued trace on &7 and ¢
is real-valued weight on .« dominated by 7. By transfer we can apply
Theorem 5.14.A.10 and find h € 7 such that p(z) = 7(Upi1/22) for all
x € o,. Actually, h € A and p{(z) = 74 (Up1/22) for all x € Ay. Tt
remains to note that ® = |l and T = 7). The details of the proof are
left to the reader. >

5.14.B. Vector Measures and Integrals

5.14.B.1. Let Z be a universally o-complete vector lattice with unit 1
and let Y be an arbitrary vector lattice. Fix a subalgebra « of the
o-complete Boolean algebra C(1) of all components of 1 in Z. A Y-
valued measure on o is a mapping p : & — Y U {+oo} such that
pu(e?) C Yy U{+o0}, u(0) =0 and

u( Vi ) - f (an) = +\7 ;mak)

n=1 =1

for an arbitrary disjoint sequence (a,) in . Here, \/ M stands for the
supremum in Y whenever it exists and +o0o otherwise. A measure y is
called semifinite if p(a) = sup{u(b) : b € o, b < a, u(b) € Y} for all
a€ .

Denote by S(«) the vector sublattice of Z comprising all «7-simple
elements; i.e., € S(&/) means that some representation z = >, _; ajay
holds with ay,...,a, € R and pairwise disjoint aq,...,a, € &. Put

I(x):= /xdu:: Zak,u(ak) (x € S(«)).

k=1
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It is clear that this formula correctly defines the positive linear operator
I,:8() =Y and | [zdp| < [|z|dp for all z € S(o).

5.14.B.2. Let us define the integral at the elements that can be
approximated by .27-simple elements. We say that a positive element z €
Z is integrable with respect to p or p-integrable if there is an increasing
sequence (p)nen of positive elements in S() o-converging in Z to x
and the supremum sup, ¢\ | @, dp exists in Y. For such a sequence (z,)
the sequence of the integrals (I,(zy))nen is o-fundamental, since

’/mndu—/wmdu‘ </\mn—wm|du

< _
\k\/l{/“d”} /””pd“pio 0,

where p = min{m,n}. Now we can define the integral of z by putting

I,(z):= /mdu:: ?L;hgol Zp dp.
The definition is sound. An element x € E is integrable (= p-integrable)
if its positive part T and negative part £~ are both integrable and in
this event we put

Iu(x)::/xdu:z/x"‘du—/x‘du.

5.14.B.3. Denote by Z'(u) and £>°(u) the set of all integrable
elements in Z and the order ideal in &() generated by the order unit,
respectively. It can easily be checked that .#1(u) is an order dense ideal
in (&) and I, : £*(u) — Y is a positive linear operator. Define in
Z1(u) the Y-valued seminorm

jalyi= [ laldlul (@ € 2 ().

We say that two elements z,y € G are u-equivalent if there is a unit
element e € C(1) with u(1 —e) = 0 and [e]z = [e]y. The set A" (u)
of all elements that are p-equivalent to zero is a sequentially o-closed
order ideal in #1(u). It follows from the definition of integral that
N () = {z € LY u) : |z|, = 0}. Define the Dedekind o-complete
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vector lattice L!(u) as the quotient space of .£*(u) by the o-ideal A" ().
The coset of z € £(u) will be denoted by Z. The Y-valued norm
on Z'(p) is introduced by 