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Suppose we have observations Y1, Y2, . . . with EYi = βxi for each i, where β is the
main unknown parameter to be estimated and {xni} are some numbers. It is well known
that in the classical case, where {xni} are known and {DYi} are equal, the best unbiased
linear estimator for βn exists and coincides with the least squares estimator β∗

no(x•). But
in practise it is more natural to assume that {xi} are unknown and that we are given
some additional observations {Xi} with {EXi = xi}. At a first glance in these situations
it is natural to replace the coefficients {xni} by the observations {Xni} and use estimator
β∗

no(X•). But under the new conditions the estimator β∗
no(X•) are non consistent even in

the simplest case where {Xi} are normal with the same variances.
With the aim to bypass this fundamental difficulty, the authors constructed in [2] and

studied a new class of the explicit two-step estimates designed specifically for working
in the presence of random errors in {xi}. But this estimates have a downside: in their
construction we assume that the distributions of {Xni} are known precisely. This require-
ment is difficult to meet in practice. We suggest in [3] the following assumption which
holds considerably oftener.

Assumption: we observe independent random vectors (Yi, Xki, k = 1, . . . ,mi), where
i = 1, 2 . . . , and mi ≥ 2, consisting of independent components with {EYi = βxi} More-
over, for all i the random variables {Xki, k = 1, . . . ,mi} have identical normal distribu-
tions with means xi.

In such a situation authors suggest to use the following estimators
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It is proved that estimators β∗∗
n are consistent and asymptotically normal for a wide

class of functions {γi(·, ·)} and estimators β∗
n of the first step.

For example, if γi(·, X i) = X i and γi(·, X i) ≡ 1 then the estimators β∗∗
n = β∗

n improve
the ”classical” estimator β∗

no(X•).
Estimators (1) with functions {γi(β, X i)} depends on β may be useful in the

geteroscedastic case where the variances {DYi} depend on the main parameter β.
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