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Problem statement

Suppose we observe random variables {Y;} represented in a
way
Y, = (1—|—O(X7;)T+€i,i: 1,2, ..., (1)

where {X; > 0} is some known numerical sequence, r # 0 — a
known number and {¢;} — unobservable random errors'.
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Problem statement

Suppose we observe random variables {Y;} represented in a
way
Y{:(I—FO(XZ')T—FEI‘,?;: 1,2,..., (1)

where {X; > 0} is some known numerical sequence, r # 0 — a
known number and {¢;} — unobservable random errors.

Our aim is to estimate an unknown parameter o > 0 using the
first n observations.



Improved estimator

Let o, be the previously obtained consistent estimate of «. To
improve it we propose using
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where c is a constant chosen by the statistician,

Snr(@) =) (¥; — (L +aX,)")?

i<n
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Notation:

XP
@ Apu(t) = icn gz P> 0
@ pini=(af — a)?Asn(a)/En(a)
@ poni=|af — alPAsn(a)/En(a)

Random errors ¢; are i.i.d. with

Ee; =0, 0 < Var(ey) = o2 < o0.

For all X; holds
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Main resulis

Theorem 1

Let Assumptions 1&2 hold. If p1,, £ 0 and o is a consistent
estimate of «, then for all ¢ the following convergence takes
place:

rEn(a)

° s N(0,1) where d, = (3)

Theorem 2

Let Assumptions 1&2 hold. If p2,, 2 0 and «; is a consistent
estimate of «, then convergence (3) takes place for ¢ = —1/2.




If o is a consistent estimate of « and p;,, 2 0 then

P
apan < |ay —al-p1, =0,
Theorem 1.

hence conditions of Theorem 2 are weaker than conditions of

«0O>» «F>r « =
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v Improved estimator — constructed
v Statistical properties — investigated

Thank you for your attention!
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