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Machine learning, as an area of computer science, attempts to learn a pattern or labeling system for
given set of data, without having the rule for the data programmed ahead of time. We consider the case
where some labels are provided for some portion of the data ahead time. For instance, cell phone users
often label much of their data and a basic question is to learn how a user will label a new piece of data.
We also admit query to a set of points for possible use in a set of training data to be used for learning and
additionally allow training examples to be directly used to develop reasoning towards predicting labels
of new examples.

More specifically, suppose 𝑋 = {(𝑥1, 𝐿1), (𝑥2, 𝐿2), ..., (𝑥𝑚, 𝐿𝑚)} is a set of labeled data instances with
data instances 𝑥𝑖 and corresponding labels 𝐿𝑖. We define a non-conformity measure 𝜈𝐿 on 𝑋 with respect
to label 𝐿 [3]. The idea is that a data instance has high 𝐿-non-conformity if it could easily be perceptively
labeled with a non-𝐿-label, given isn’t “non-conformity” with aspects central to the property of being 𝐿.
This can be put in the context of a (colored) directed graph: vertex 𝑥𝑖 shares an (𝐿𝑗-colored) edge with
vertex 𝑥𝑗 provided that 𝜈𝐿𝑗

(𝑥𝑖) is below a certain threshold. Now, suppose that a new data point 𝑥𝑚+1

from the query set is considered for possible inclusion in training data. In the parlance of statistics,
suppose that a null hypothesis assumes that 𝑥𝑚+1 has class label L. Following [1], we define a 𝑝-value
function 𝑃𝐿 by

𝑃𝐿(𝑥𝑚+1) =
𝑐𝑜𝑢𝑛𝑡{𝑘 : 𝜈𝐿(𝑥𝑘) ≥ 𝜈𝐿(𝑥𝑚+1)}

𝑐𝑎𝑟𝑑(𝑋)

We determine whether 𝑥𝑚+1 should be selected to re-train a classifier by considering a 𝑝-value closeness
matrix 𝐶 whose entries 𝐶𝑖𝑗 = |𝑃𝑖 − 𝑃𝑗 | contain the differences of all 𝑝-values for 𝑥𝑚+1 according to
class labels 𝑖, 𝑗. An appeal to the Perron-Frobenius Theorem ensures that a unique maximum positive
eigenvalue exists. This is used to determine a data-driven, rather than an empirically-driven, threshold
for selection. Furthermore, we are able to frame results in the context of association schemes [2].
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