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The volume of a compact hyperbolic tetrahedron
in terms of its edge lengths

Nikolay Abrosimov*, Vuong Huu Bao

Sobolev Institute of Mathematics, Novosibirsk State University and
Regional Mathematical Center of Tomsk State University

email: abrosimov@math.nsc.ru

A compact hyperbolic tetrahedron 𝑇 is a convex hull of four points in the
hyperbolic space H3. Let us denote the vertices of 𝑇 by numbers 1, 2, 3 and 4.
Then denote by ℓ𝑖𝑗 the length of the edge connecting 𝑖-th and 𝑗-th vertices. We
put 𝜃𝑖𝑗 for the dihedral angle along the corresponding edge. It is well known that
𝑇 is uniquely defined up to isometry either by the set of its dihedral angles or
the set of its edge lengths. A Gram matrix 𝐺(𝑇 ) of tetrahedron 𝑇 is defined as
𝐺(𝑇 ) = ⟨− cos 𝜃𝑖𝑗⟩𝑖,𝑗=1,2,3,4, we assume here that − cos 𝜃𝑖𝑖 = 1. An edge matrix
𝐸(𝑇 ) of hyperbolic tetrahedron 𝑇 is defined as 𝐸(𝑇 ) = ⟨cosh ℓ𝑖𝑗⟩𝑖,𝑗=1,2,3,4, where
ℓ𝑖𝑖 = 0.

More than 100 years ago Italian matematician G. Sforza found a formula for
the volume of a compact hyperbolic tetrahedron 𝑇 in terms of its Gram matrix
(see [1]). The new proof of the Sforza’s formula was recently given in [2].

In the present work we present an exact formula for the volume of a compact
hyperbolic tetrahedron 𝑇 in terms of its edge matrix.

Theorem. Let 𝑇 be a compact hyperbolic tetrahedron given by its edge matrix
𝐸 = 𝐸(𝑇 ) and 𝑐𝑖𝑗 = (−1)𝑖+𝑗𝐸𝑖𝑗 is 𝑖𝑗-cofactor of 𝐸. We assume that all the edge
lengths are fixed exept ℓ34 which is formal variable. Then the volume 𝑉 = 𝑉 (𝑇 )
is given by the formula

𝑉 = −1

2

∫︁ ℓ34

0

𝑐14𝑐33(𝑐24𝑐34 − 𝑐23𝑐44) + 𝑐13𝑐44(𝑐23𝑐34 − 𝑐24𝑐33)

𝑐33𝑐44 det𝐸
√︀
𝑐33𝑐44 − 𝑐234

𝑡 sinh 𝑡 𝑑𝑡,

where cofactors 𝑐𝑖𝑗 and edge matrix determinant det𝐸 are functions in one vari-
able ℓ34 denoted by 𝑡.

References

1. Sforza G. Spazi metrico-proiettivi, Ricerche di Estensionimetria Integrale, Ser.
III, VIII (Appendice) (1907), 41–66.

2. Abrosimov N. V., Mednykh A. D. Volumes of polytopes in constant curvature
spaces, Fields Institute Communications 70 (2014), 1–26.

*The work is supported by Russian Foundation for Basic Research (grant 19-01-00569).
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Polynomial first integrals of magnetic geodesic flows
on the 2-torus

Sergei Agapov

Sobolev Institute of Mathematics, Novosibirsk State University

email: agapov.sergey.v@gmail.com, agapov@math.nsc.ru

Searching for Riemannian metrics on 2-surfaces with integrable geodesic flows
is a classical problem. We will discuss the question of polynomial integrability of
such flows on the 2-torus in presence of a magnetic field. This talk is based on
joint results with M. Bialy, A. E. Mironov, A. A. Valyuzhenich.

References

1. Agapov S. V., Bialy M., Mironov A. E. Integrable magnetic geodesic flows on 2-
torus: New examples via quasi-linear system of PDEs, Comm. Math. Phys. 351:3
(2017), 993–1007.

2. Agapov S., Valyuzhenich A. Polynomial integrals of magnetic geodesic flows on
the 2-torus on several energy levels, Disc. Cont. Dyn. Syst. – A, 39:11 (2019),
6565–6583.

On integrable domains and surfaces

Mark Agranovsky

Bar-Ilan University & Holon Institute of Tecnology

email: agranovs@math.biu.ac.il

The notion in the title goes back to motivated by celestial mechanics New-
ton’s Lemma about ovals (Principia, Lemma XXVIII, 1687), claimed that no oval
in the plane is algebraically integrable: the area cut off the figure by a straight
line is a solution of no algebraic equation in the position of the line. In 1987,
V. I. Arnold proposed to generalize Lemma for volume functions in higher di-
mensions and conjectured that the only algebraically integrable domains in R𝑛,
with smooth boundaries, are ellipsoids in odd-dimensional spaces. V. Vassiliev
proved that there is no such domains in even-dimensional spaces. The problem
in odd dimensions remains open, in full generality. In a broader context, it asks:
whether (to what extent) integrability property characterizes quadratic surfaces?
In my talk, I will touch upon the history of the problem and recent related results.

References

1. Agranovsky M. On polynomially integrable domains in Euclidean spaces, Complex
Analysis and Dynamical Systems, Trends in Mathematics, Birkhauser (2018), 1–
22; arXiv:1701.05551.
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2. Agranovsky M. On algebraically integrable bodies, Contemporary Math., Func-
tional Analysis and Geometry. Selim Krein Centennial, American Math. Society,
Providence, RI (2019), 33–44; arXiv:1705.06063.

3. Agranovsky M. Locally polynomially integrable surfaces and finite stationary phase
expansions, J. d’Analyse Math., in press; arXiv:1901.03976.

4. Arnold V. I., Vassiliev V. A. Newton’s Principia read 300 years later, Notices
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Fundamental extension function for bilipschitz maps

Pekka Alestalo𝑎, Dmitry Trotsenko𝑏

𝑎Aalto University, Department of Mathematics and Systems Analysis,
𝑏Sobolev Institute of Mathematics & Novosibirsk State University

email: pekka.alestalo@aalto.fi, trotsenk@yandex.ru

We study the possibility of extension of (1 + 𝜀)-bilipschitz maps 𝑓 : 𝐴 → 𝑅𝑛,
𝐴 ⊂ 𝑅𝑛 and 𝜀 is small enough. The extended map should be (1+𝜙(𝜀))-bilipschitz.
The case of extension to 𝐹 : 𝑅𝑛 → 𝑅𝑛, 𝐹 |𝐴 = 𝑓 was considered in [1,2]. We gave
in [2] a necessary and sufficient condition for 𝐴 to have linear extension property,
that is 𝜙(𝜀) = 𝐶𝜀. If 𝐴 is a straight line, then 𝜙(𝜀) = 𝐶

√
𝜀.

Hypothesis 1. We believe that every convex monotone function 𝜙(𝜀) ≥ 𝜀 has a
class of sets 𝐴 ⊂ 𝑅𝑛 with 𝜙(𝜀)-extension property.

Here we study extensions 𝐹 : 𝑅𝑛+1 → 𝑅𝑛+1. It looks surprising, but there is
only one possibility: 𝜙(𝜀) = 𝐶/ log 𝜀.

Theorem 1. There are constants 𝜀0 > 0 and 𝐶 > 1 such that for every 𝐴 ⊂ 𝑅
and 𝜀 ≤ 𝜀0 every 1 + 𝜀-bilipschitz map 𝑓 : 𝐴 → 𝑅 has a (1 + 𝜙(𝜀))-bilipschitz
extension 𝐹 : 𝑅2 → 𝑅2 with 𝜙(𝜀) = −𝐶/ log 𝜀.

A sequence (𝑥1, . . . , 𝑥𝑘) is called 𝛼-related if 𝑥𝑖 ̸= 𝑥𝑖+1 for each 𝑖 = 1, . . . , 𝑘−1
and

𝛼−1 ≤ |𝑥𝑖−1 − 𝑥𝑖|
|𝑥𝑖+1 − 𝑥𝑖|

≤ 𝛼.

A set 𝐴 is 𝛼-relatively connected if every two pairs of points in 𝐴 can be
connected by 𝛼-related sequence.
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Theorem 2. The function 𝜙(𝜀) in Th. 1 is sharp. There is 𝐶1 < 𝐶 satisfying
the following property: let 𝐴 ⊂ 𝑅 be not 𝛼-relatively connected for any 𝛼 > 1.
Then one can find a sequence (𝜀𝑖) with 𝜀𝑖 → 0 and (1 + 𝜀𝑖)-bilipschitz maps
𝑓𝑖 : 𝐴 → 𝑅 such that for every (1 + 𝛿)-bilipschitz extension 𝐺𝑖 : 𝑅

2 → 𝑅2 of 𝑓𝑖
we have

𝛿 ≥ −𝐶1/ log 𝜀𝑖.

It was proved in [3] that in the case 𝐴 is 𝛼-relatively connected for some 𝛼 > 1
this is not true.

Hypothesis 2. The same result is true for 𝐴 ⊂ 𝑅𝑛, 𝑓 : 𝐴 → 𝑅𝑛 and extension
𝐹 : 𝑅𝑛+1 → 𝑅𝑛+1, 𝐹 |𝐴 = 𝑓 .

References

1. Väisälä J. Bilipschitz and quasisymmetric extension properties, Ann. Acad. Sci.
Fenn. Ser. A I Math. 11 (1986), 239–274.

2. Alestalo P., Trotsenko D. A., Väisälä J. Linear bilipschitz extension property, Sib.
Math. J. 44 (2003), 959–968.
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The spectrum of the Laplacian in a domain bounded
by a flexible polyhedron in R𝑑 does not always

remain unaltered during the flex

Victor Alexandrov

Sobolev Institute of Mathematics & Novosibirsk State University
email: alex@math.nsc.ru

Being motivated by the theory of flexible polyhedra, we study the Dirichlet
and Neumann eigenvalues for the Laplace operator in special bounded domains
of Euclidean 𝑑-space, 𝑑 > 3. The boundary of such a domain is an embedded
simplicial complex which allows a continuous deformation (a flex), under which
each simplex of the complex moves as a solid body and the change in the spatial
shape of the domain is achieved through a change of the dihedral angles only.

The main result is that both the Dirichlet and Neumann spectra of the Laplace
operator in such a domain do not necessarily remain unaltered during the flex of
its boundary. The talk is based on the author’s preprint [1].

References

1. Alexandrov V. The spectrum of the Laplacian in a domain bounded by a flexi-
ble polyhedron in R𝑑 does not always remain unaltered during the flex, preprint,
arXiv:1809.00322 [math.MG] (2018).
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Motion control of mobile wheeled robot
along Euler’s elastica

Andrei Ardentov𝑎, Yury Karavaev𝑏,𝑐, Kirill Yefremov𝑐

𝑎Ailamazyan Program Systems Institute of RAS,
𝑏Center for Technologies in Robotics and Mechatronics Components,

𝑐Izhevsk State Technical University

email: aaa@pereslavl.ru, karavaev yury@istu.ru,
ks.efremov18@gmail.com

The work is devoted to the optimal control problem for mobile wheel robot
moving on a plane surface. The design, the functional and the algorithms for
controlling mobile robots are often determined by conditions of applied problems.
However, despite different modifications of mobile wheeled robots, each of which
has its own advantages, disadvantages and limitations, one can carry out research
for generalized models and specify the control algorithms later to the specific
model.

The model of a wheeled robot we consider here corresponds to the model of
a Chaplygin sleigh in which the configuration space coincides with the group of
motions of Euclidean plane:

SE(2) = {𝑞 = (𝑥, 𝑦, 𝜃) ∈ R2
𝑥,𝑦 × 𝑆1

𝜃}.

The position of the robot 𝑞 = (𝑥, 𝑦, 𝜃), is defined by the pair (𝑥, 𝑦) ∈ R2
𝑥,𝑦,

which specifies the coordinates of the center of mass of the driving wheel pair,
and by the angle 𝜃 ∈ 𝑆1, which specifies the direction of motion of the wheels.

In these coordinates, the nonholonomic constraints of the control system are
described by the following kinematic relations:⎧⎪⎨⎪⎩

�̇� = 𝑣 cos 𝜃,

�̇� = 𝑣 sin 𝜃,

𝜃 = 𝑤,

where 𝑣, 𝑤 are linear and angular velocities of the robot.
One of the control methods suitable for solving such a problem is motion

along optimal trajectories in the form of Euler elasticae.
Movement along the optimal elastica corresponds to minimizing the following

integral: ∫︁ 𝑇

0

𝛼𝑤2(𝑡) + 𝛽𝑣2(𝑡)

𝑣(𝑡)
𝑑𝑡→ min

with some 𝛼 > 0 and 𝛽 > 0.
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When linear velocity 𝑣(𝑡) is constant the control of the mobile robot that
implements its motion along Euler elasticae is optimal in sense of minimization
of maneuvers or steering action.

For experimental investigations, a prototype of the mobile wheeled robot with
a spherical supporting wheel and two driving wheels has been created. Several
practical issues of the implementation of the control algorithm for motion along
Euler elasticae were studied. In particular, analysis of acceleration and decelera-
tion along the elastica, and of the influence of the measurement errors. We esti-
mate the control algorithms from the experimental trajectories of motion which
are restored by means of Vicon motion capture systems using reflective markers
located on the body of the mobile robot. Results of experimental investigations
are presented in [1].

Developed control algorithm can be used as basis for algorithms for motion
along other different classes of optimal curves, e. g. sub-Riemannian and sub-
Finsler geodesics which appear in time-minimization problems for a mobile wheel
robot which also might tow passive trailers.

References

1. Ardentov A. A., Karavaev Yu. L., Yefremov K. S. Euler Elasticas for Optimal
Control of the Motion of Mobile Wheeled Robots: the Problem of Experimental
Realization, Regul. Chaotic Dyn. 24:3 (2019), 312–328.

On the energy characteristics of
the anomalous transfer processes

Nikolay Sergeevich Arkashov, Vadim Alexandrovich Seleznev

Novosibirsk State Technical University
email: nicky1978@mail.ru, selvad@ngs.ru

We consider an anomalous diffusion models in which space-time nonlocalities
are generated by singular zones forming sub- and superdiffusion transfer regimes.
The presented models are realized as a random walk in the Euclidean space
with respect to metric topologies that are nonequivalent to the Euclidean metric
topology. The estimates obtained in [1] for the mean squared displacement 𝑟(𝑡)
of a walking particle have the form

⟨𝑟2(𝑡)⟩
𝑡𝛼

= 𝑂(1) and
𝑡𝛼

⟨𝑟2(𝑡)⟩
= 𝑂(1), 𝑡→ +∞,

where 𝛼 is a constant in the range (0, 2). We relate “long flights” of particles and
“time delays” generated by time-space nonlocalities to singular zones as follows.
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In the case of superdiffusion where 𝛼 > 1, the singular zone is a continuum of
zero Lebesgue measure in the Euclidean space on which the position of a walking
particle is fixed at each instant of discrete time. In this case, “long flights” are
precisely related to the walk in a rarified set (of the Cantor dust type) and to
hops of this walk of nonzero length at each instant of discrete time. In the case
of subdiffusion where 𝛼 < 1, the singular zone is a countable everywhere dense
set of “traps” in the Euclidean space, i. e., a set of points at each of which the
particle is located for a nonzero random time period in the general case.

We note that the superdiffusion process is realized using a topology with
respect to which the uninterrupted continuum becomes singular (of the Cantor
set type). In contrast, the subdiffusion process in turn corresponds to a topology
with respect to which the singular continuum becomes uninterrupted. These
topologies are crucial here: first, they coincide with the metric topology of the
Euclidean space in the absence of singular zones; second, not only random walk
process but also other random processes can be considered with respect to these
topologies. We regard stationary processes as such processes. First, stationary
processes are in a certain sense oscillatory processes, for which the concepts of
energy and energy density can be defined. Second, we can define a stationary
process for the (uninterrupted or singular) continuum such that almost all its
trajectories are everywhere dense in this continuum; in what follows, we use the
term the stationary process concentrated in the continuum. Such a “loading” of
the continuum by the stationary process allows modeling its energy state and, in
addition, establishing the law of the variation of this state when the continuum
is transformed from uninterrupted into singular. We note that the energy of the
stationary process is defined as the second moment of this process; in this case,
the spectral density shows the frequency distribution of this energy.

Therefore, to find the energy characteristics of the abovementioned defor-
mation of a diffusion process into an anomalous diffusion process, we consider
stationary processes concentrated in uninterrupted and singular continua. As a
dynamical model of the deformation of a classical walk into an anomalous diffu-
sion process, we propose the dynamical model of the deformation of stationary
processes (see [2]).

References

1. Arkashov N. S., Seleznev V. A. On a random walk model on sets with self-similar
structure, Siberian Math. J. 54:6 (2013), 968–983.
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process, Theoretical and Mathematical Physics 199:3 (2019), 894–908.
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Hadamard’s global homeomorphism theorem
under relaxed smoothness conditions

A. V. Arutyunov*, S. E. Zhukovskiy

V.A. Trapeznikov Institute of Control Sciences of RAS
email: arutyunov@cs.msu.ru, s-e-zhuk@yandex.ru

Global homeomorphism theorems provide sufficient conditions for local home-
omorphisms to be global. Let us recall a classical assertion of this type.

Hadamard’s Theorem (see, for example, [1, Theorem 5.3.10]). Let 𝑓 : R𝑛 →

R𝑛 be a continuously differentiable mapping, the linear operator
𝜕𝑓

𝜕𝑥
(𝑥) : R𝑛 → R𝑛

be invertible for every 𝑥 ∈ R𝑛, and there exist 𝑐 ≥ 0 such that⃦⃦⃦⃦
𝜕𝑓

𝜕𝑥
(𝑥)−1

⃦⃦⃦⃦
≤ 𝑐 ∀𝑥 ∈ R𝑛.

Then 𝑓 is a homeomorphism.

In our research, we obtained an analogous result for continuous mappings. In
order to formulate it, recall some definitions.

Let a mapping 𝑓 : R𝑛 → R𝑛 and a number 𝛼 > 0 be given. Denote by 𝐵(𝑥, 𝑟)
a closed ball in R𝑛 centered at a point 𝑥 ∈ R𝑛 with a radius 𝑟 > 0. The mapping
𝑓 is said to be 𝛼-covering at a point 𝑥 ∈ R𝑛 if

∀ 𝜀 > 0 ∃ 𝑟 ∈ (0, 𝜀) : 𝐵(𝑓(𝑥), 𝛼𝑟) ⊂ 𝑓(𝐵(𝑥, 𝑟)).

Theorem. If for every 𝑥 ∈ R𝑛 the mapping 𝑓 is 𝛼-covering at 𝑥 and injective in
a neighbourhood of 𝑥, then 𝑓 is a homeomorphism and 𝑓−1 is 𝛼−1-Lipschitzian.

This result implies Hadamard’s global homeomorphism theorem and some of
its analogs.
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On regular covering/packing of the Euclidean plane
with circles

Sergey Astrakov

Novosibirsk State University
email: astrakov90@gmail.com

Minimum covering (maximum packing) problems of the plane with circles of
the same radius are sufficiently studied [1, 2]. When the circles have a differ-
ent radius, one should consider more complex Pareto optimal problems related
to more sophisticated geometrical structures. In this regard, classes of regular
coverings (packings) and the level of complexity are strictly determined in the
present work based on the properties of a minimal model fragment. The concept
of the complexity of regular covering 𝐶𝑂𝑉 -𝑛 (packing 𝑃𝐴𝐶-𝑛) is connected to
the number of circle 𝑛 (different in radius and location) participating in cover-
ing (packing) one minimal typical fragment. We begin with a general definition
of a regular 𝐶(𝑛)–system which includes packings, coverings and “incomplete
coverings”.

Definition 1. A set of circles on a plane forms the 𝐶(𝑛)–system if the following
conditions are fulfilled.

1) The plane is split into T tiles (typical fragments).
2) Each tile is related to a a number of similarly located nodes, each being an

inner or a boundary point of the tile.
3) The circles have their centters in the corresponding nodes of the tile.

By definition, the 𝐶(𝑛)–system has a repeating pattern of circles on the plane.
The way of splitting the plane into typical fragments is the main structural feature
of the 𝐶(𝑛)–system. Next we look at three regular splitting structures: triangular
(𝐴), quadrangular (𝐵). Due to their symmetry, such structures allow finding the
best solutions for packings and coverings.

The structure of the 𝐶(𝑛)–system is determined by mutual location of the
circles and the ratio of their radii. If a node is at the fragment boundary, then
regularity implies the accordance of its location for adjacent tiles, where accor-
dance means the presence of the central symmetry (if the node is at the vertex
of the tile-polygon) or the axial symmetry (if the node is located on the common
side of the adjacent tiles).

Definition 2. Let n be the number of various circle types of a regular 𝐶(𝑛)-
system and let T be a typical fragment. In the following denotion
(𝑇 : 𝑘1/𝑝1, 𝑘2/𝑝2, . . . , 𝑘𝑛/𝑝𝑛), 𝑘𝑖/𝑝𝑖 is the proportion of the circle of the i–type
which is involved in the covering of fragment T.
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The special cases of a 𝐶(𝑛)–system which are coverings or packings will be
referred to as

𝐶𝑂𝑉 (𝑇 : 𝑘1/𝑝1, 𝑘2/𝑝2, . . . , 𝑘𝑛/𝑝𝑛) 𝑎𝑛𝑑 𝑃𝐴𝐶(𝑇 : 𝑘1/𝑝1, 𝑘2/𝑝2, . . . , 𝑘𝑛/𝑝𝑛),

respectively.

Definition 3. Covering density 𝑑𝑛 and packing density 𝐷𝑛 are calculated as a
ratio of total circle areas to area of 𝑇 :

𝑑𝑛 =
𝜋
∑︀𝑛
𝑖=1𝑅

2
𝑖 𝑘𝑖/𝑝𝑖

𝑆(𝑇 )
= 𝐷𝑛.

Several important models of coverings with circles of varied radius were stud-
ied in [3]. The efficient classes 𝐶𝑂𝑉 -2 of triangular structural 𝐴 are 𝐶𝑂𝑉 (𝑇 :
1/12, 1/6) and 𝐶𝑂𝑉 (𝑇 : 1/12, 1/2). In both cases, minimal covering fragment is
the rectangular triangle with angles 30∘ and 60∘ (Fig. 1). The smallest density
for each class is determined by optimal ratios between the radii of two circles.

Figure 1: Minimal fragments 𝐶𝑂𝑉 (𝑇 : 1/12, 1/6) and 𝐶𝑂𝑉 (𝑇 : 1/12, 1/2).

In the first case,

𝑚𝑖𝑛(𝑑2) =
11𝜋

18
√

3
≈ 1, 1084,

𝑅1

𝑅2
=

1√
31
≈ 0, 1796.

In the second case,

𝑚𝑖𝑛(𝑑2) =
3𝜋

5
√

3
≈ 1, 0883,

𝑅1

𝑅2
=

1

2
√

21
≈ 0, 1091.

One can compare the two models in Figure 1 and see due to what there was
the corresponding advantage.
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Classes 𝐶𝑂𝑉 (𝑇 : 1/8, 1/8) and 𝐶𝑂𝑉 (𝑇 : 1/8, 1/2) are based on the quadran-
gular structure 𝐵 and have the same density:

𝑚𝑖𝑛(𝑑2) =
3𝜋

8
≈ 1, 1781,

𝑅1

𝑅2
=

1√
5
≈ 0, 4472 or

𝑅1

𝑅2
=

1

2
√

5
≈ 0, 2236.

The best packing density in the given class 𝑃𝐴𝐶-2 is reached in case 𝑃𝐴𝐶(𝑇 :
1/12, 1/2) and equals

𝑚𝑎𝑥(𝐷2) =
5𝜋(59− 24

√
6)√

12
≈ 0, 9624,

𝑅1

𝑅2
= 5− 2

√
6 ≈ 0, 1010.

Circular coverings of flat regions are the basic models in the wireless sensor
networks design. When optimizing a covering, its density is subjected to decrease,
as it leads to smaller energy consumption for sensor network. It is important that
a number of various circles are not very big, and a covering structure is simple. In
other words, it is necessary to set a task of building covering of minimal density
at a limited complexity of a covering class.

The investigations showed that the increase of structural complexity to three
and more does not give considerable advantages in optimizing the covering (pack-
ing) density. The number of nodes (sites of devices or objects location) per fixed
area is considerably increased and this is a negative factor. The analogous re-
marks are fair for tasks in packaging regions by three or more circle species.
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Kernel of Hörmander-type operator
with vector fields of low smoothness

Sergey Basalaev*

Sobolev institute of mathematics & Novosibirsk State University
email: sbasalaev@math.nsc.ru

We define Carnot manifold with 𝐶𝑘,𝛼-smooth vector fields, 𝑘 ∈ N, 𝛼 ∈ [0, 1], as
a smooth connected manifold M with a fixed family of 𝐶𝐾,𝛼-smooth distributions

𝐻1 ( 𝐻2 ( . . . ( 𝐻𝑚 = 𝑇M

such that 𝐻𝑘+1 = 𝐻𝑘 +
⋃︀

𝑖+𝑗=𝑘

[𝐻𝑖, 𝐻𝑗 ], where [·, ·] is the Lie bracket. As shown

in [1], any two points on such a manifold can be connected by an absolutely
continuous curve 𝛾 such that �̇� ∈ 𝐻1 a. e. Consequently, this kind of structure
can be seen as a certain low-smooth generalization of a Carnot–Carathéodory
metric space. Carnot–Carathéodory spaces are tightly connected to the theory
of hypoelliptic operators. As shown by L. Hörmander [2], if smooth vector fields
𝑋1, . . . , 𝑋𝑚 ∈ 𝑇M generate the whole tangent space by means of Lie bracket
then the operator

ℒ = 𝑋2
1 + . . .+𝑋2

𝑛 (1)

is hypoelliptic, i. e. the solution to the equation ℒ𝑢 = 𝑓 is 𝐶∞-smooth as long as
the right hand side is 𝐶∞-smooth.

We study differential operator (1) where 𝐶2,𝛼-smooth vector fields 𝑋1, . . . , 𝑋𝑛

form the basis of the distribution 𝐻1. It is shown that the kernel of the opera-
tor (1), i. e. the distributional solution 𝛾𝑦 of the equation ℒ𝛾𝑦 = −𝛿𝑦 is a locally
integrable function 𝛾(𝑥, 𝑦), continuous when 𝑥 ̸= 𝑦.
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On Kolmogorov’s 𝜀-entropy for a compact set of infinitely
differentiable aperiodic functions (Babenko’s problem)

Vladimir N. Belykh

Sobolev Institute of Mathematics
email: belykh@math.nsc.ru

The asymptotics of Kolmogorov’s 𝜀-entropy for a compact set of infinitely
differentiable aperiodic functions that are boundedly embedded in the space of
continuous functions on a finite interval is calculated.
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Finite homogeneous metric spaces

Berestovskii V. N.𝑎, Nikonorov Yu. G.𝑏

𝑎Sobolev Institute of Mathematics SB RAS, Novosibirsk State University,
𝑏Southern Mathematical Institute of the Vladikavkaz Scientific Center of RAS

email: vberestov@inbox.ru, nikonorov2006@mail.ru

We discuss the class of finite homogeneous metric spaces, its subclasses of nor-
mal, generalized normal and strongly generalized normal homogeneous, Clifford–
Wolf homogeneous spaces, finite groups with left-invariant or bi-invariant metrics
and relations between them.

Similar classes were studied for Riemannian manifolds in [1–3].
There are the following tools which use for constructing the considered spaces:
(1) homogeneous spaces 𝐺/𝐻 of finite (including indecomposable or simple)

groups 𝐺 by their subgroup 𝐻, endowed with invariant metrics;
(2) compact convex sets (including regular and semi-regular polyhedra [4,5])

in Euclidean spaces with a group of isometries that are transitive on the set of
vertices;

(3) vertex-symmetric (vertex-transitive, in other terminology) connected finite
graphs [6] with the natural metric.
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Definition 1. A finite metric space (𝑀,𝑑) is called homogeneous if for every
points 𝑥, 𝑦 ∈ 𝑀 , there is an isometry 𝑓 of the space (𝑀,𝑑) on itself such that
𝑓(𝑥) = 𝑦.

Definition 2. A finite homogeneous metric space (𝑀,𝑑) is called normal homo-
geneous if for the group 𝐺 in Proposition 1, there exists its subgroup Γ transi-
tive on 𝑀 and a bi-invariant metric 𝜎 on Γ such that the canonical projection
𝜋 : (Γ, 𝜎)→ (Γ/(Γ ∩𝐻), 𝑑) = (𝑀,𝑑) is a submetry [7].

Definition 3. A finite homogeneous metric space (𝑀,𝑑) is called generalized
normal homogeneous if for every points 𝑥, 𝑦 ∈𝑀 , there is an isometry 𝑓 (that is
called a 𝛿-shift at the point 𝑥) of the space (𝑀,𝑑) onto itself such that 𝑓(𝑥) = 𝑦
and 𝑑(𝑥, 𝑓(𝑥)) ≥ 𝑑(𝑧, 𝑓(𝑧)) for all 𝑧 ∈𝑀 .

Definition 4. A finite homogeneous metric space (𝑀,𝑑) is called strongly gener-
alized normal homogeneous if for every points 𝑥, 𝑦 ∈𝑀 , 𝑥 ̸= 𝑦, there is an isom-
etry 𝑓 of the space (𝑀,𝑑) onto itself such that 𝑓 has no fixed point, 𝑓(𝑥) = 𝑦,
and 𝑑(𝑥, 𝑓(𝑥)) ≥ 𝑑(𝑧, 𝑓(𝑧)) for all 𝑧 ∈𝑀 .

Definition 5. A finite homogeneous metric space (𝑀,𝑑) is called Clifford–Wolf
homogeneous (shortly, CW-homogeneous) if for every points 𝑥, 𝑦 ∈ 𝑀 there is
an isometry 𝑓 (that is called a CW-translation) of the space (𝑀,𝑑) such that
𝑓(𝑥) = 𝑦 and 𝑑(𝑥, 𝑓(𝑥)) = 𝑑(𝑧, 𝑓(𝑧)) for any point 𝑧 ∈𝑀 .

Notation 1. FGBM, FGLM, FCWHS, FSGNHS, FGNHS, FNHS, FHS de-
note respectively the classes of finite groups with bi-invariant metrics, finite
groups with left-invariant metrics, finite CW-homogeneous spaces, finite strongly
generalized normal homogeneous spaces, finite generalized normal homogeneous
spaces, finite normal homogeneous spaces, and finite homogeneous spaces.

Theorem 1. The following inclusions and equality are fulfilled:

𝐹𝐺𝐵𝑀 ⊂ 𝐹𝐶𝑊𝐻𝑆 ⊂ 𝐹𝑆𝐺𝑁𝐻𝑆 ⊂ 𝐹𝐺𝑁𝐻𝑆 = 𝐹𝑁𝐻𝑆 ⊂ 𝐹𝐻𝑆,

𝐹𝐺𝐵𝑀 ⊂ 𝐹𝐺𝐿𝑀 ⊂ 𝐹𝐻𝑆.

Remark. All the above inclusions in Theorem 1 are strict.

Definition 6. A metric space (𝑀,𝑑) is called a direct metric product of metric
spaces (𝑀1, 𝑑1) and (𝑀2, 𝑑2), if 𝑀 = 𝑀1 ×𝑀2 and

𝑑((𝑥1, 𝑥2), (𝑦1, 𝑦2)) = [𝑑1(𝑥1, 𝑦1)𝛼 + 𝑑2(𝑥2, 𝑦2)𝛼]1/𝛼, 1 ≤ 𝛼 < +∞,

or
𝑑((𝑥1, 𝑥2), (𝑦1, 𝑦2)) = max{𝑑1(𝑥1, 𝑦1), 𝑑2(𝑥2, 𝑦2)},
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𝑥1, 𝑦1 ∈𝑀1, 𝑥2, 𝑦2 ∈𝑀2.

Theorem 2. If spaces (𝑀1, 𝑑1) and (𝑀2, 𝑑2) are contained in the same class of
metric spaces introduced in Notation 1, then their direct metric product belongs
to the same class.

Definition 7. A space (𝑀,𝑑), belonging to one of the classes indicated in
Notation 1, is called indecomposable in this class, if it cannot be represented as
a direct product of metric spaces (𝑀1, 𝑑1) and (𝑀2, 𝑑2) from the same class,
provided that |𝑀1| ≥ 2, |𝑀2| ≥ 2. Otherwise, (𝑀,𝑑) is said to be decomposable
in this class.

Theorem 3. If (𝑀,𝑑) ∈ 𝐹𝐻𝑆, |𝑀 | ≥ 2, and |𝐼𝑠𝑜𝑚(𝑀,𝑑)| = |𝑀 |!, then (𝑀,𝑑)
belongs to any class from Notation 1.

Moreover, for any choice of one of these classes,
1) (𝑀,𝑑) is indecomposable in this class for all groups 𝑀 = 𝐺 in the case of

FGBM or FGLM classes if and only if |𝑀 | is a prime number.
2) If |𝑀 | is not simple and 𝑀 is represented as any particular group 𝐺, if

(𝑀,𝑑) is considered in the classes FGBM or FGLM, then (𝑀,𝑑) is uniquely
represented as a direct metric product of spaces indecomposable in this class, up
to a permutation of the factors.

Let us consider some 𝑘, 𝑛 ∈ N, 1 ≤ 𝑘 ≤ 𝑛/2. The Kneser graph 𝐾𝐺𝑛,𝑘 =
(𝑉,𝐸) is a graph whose vertices are all 𝑘-element subsets of the set Z𝑛 (or any
other 𝑛-element set), and the edges are pairs of such subsets with empty inter-
section, i. e. 𝑉 = {𝐴 ⊂ Z𝑛 | |𝐴| = 𝑘} and 𝐸 = {{𝐴,𝐵} |𝐴,𝐵 ∈ 𝑉, 𝐴 ∩ 𝐵 = ∅}.
It is clear that |𝑉 | = 𝐶𝑘𝑛 = 𝑛!

𝑘!(𝑛−𝑘)! .

For a given Kneser graph 𝐾𝐺𝑛,𝑘 = (𝑉,𝐸) with 𝑘 ≥ 2, we define a finite
metric space (𝑀 = 𝑉, 𝑑). Consider some positive numbers 𝛼1 ̸= 𝛼2 such that
𝛼1 < 2𝛼2 < 4𝛼1 and define the metric 𝑑 = 𝑑𝑛,𝑘,𝛼1,𝛼2 as follows: 𝑑(𝐴,𝐵) = 𝛼1

for 𝐴 ∩𝐵 = ∅ and 𝑑(𝐴,𝐵) = 𝛼2 for 𝐴 ∩𝐵 ̸= ∅ (𝐴,𝐵 ∈ 𝑉 , 𝐴 ̸= 𝐵).

Theorem 4. The metric space (𝑀,𝑑 = 𝑑𝑛,𝑘,𝛼1,𝛼2), 𝛼1 > 𝛼2, is a strongly
generalized normal homogeneous for (𝑛, 𝑘) = (7, 3) and for (𝑛, 𝑘) = (3𝑚,𝑚+ 1),
where 𝑚 ≥ 3 and 𝑚 ̸≡ −1(mod 3) but is not Clifford-Wolf homogeneous.
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(Co)adjoint representation and normal geodesics of
left-invariant (sub-)Finsler metrics on Lie groups

V. N. Berestovskii𝑎,𝑏, I. A. Zubareva𝑎

𝑎Sobolev Institute of Mathematics, 𝑏Novosibirsk State University
email: vberestov@inbox.ru, i gribanova@mail.ru

Every left-invariant (sub-)Finsler metric 𝑑 = 𝑑𝐹 on a connected Lie group
𝐺 with Lie algebra (g, [·, ·]) is defined by a subspace p ⊂ g, generating g, and
some norm 𝐹 on p. A distance 𝑑(𝑔, ℎ) for 𝑔, ℎ ∈ 𝐺 is defined as the infimum

of lengths
∫︀ 𝑇
0
|�̇�(𝑡)| 𝑑𝑡 of piecewise smooth paths 𝑔 = 𝑔(𝑡), 0 ≤ 𝑡 ≤ 𝑇 , such that

𝑑𝑙𝑔(𝑡)−1 �̇�(𝑡) ∈ p and 𝑔(0) = 𝑔, 𝑔(𝑇 ) = ℎ; 𝑇 is not fixed, |�̇�(𝑡)| = 𝐹 (𝑑𝑙𝑔(𝑡)−1 �̇�(𝑡)).

If p = g then 𝑑 is a left-invariant Finsler metric on 𝐺; if 𝐹 (𝑣) =
√︀
⟨𝑣, 𝑣⟩, 𝑣 ∈ p,

where ⟨·, ·⟩ is some scalar product on p, then𝑑 is a left-invariant sub-Riemannian
metric on 𝐺, and 𝑑 is a left-invariant Riemannian metric, if additionally p = g.

We prove the following results below.

Theorem 1. 1. Any normal extremal 𝑔 = 𝑔(𝑡) : R → 𝐺 (parameterized by arc
length and with origin 𝑒 ∈ 𝐺), of left-invariant (sub-)Finsler metric 𝑑 on a Lie
group 𝐺, defined by a norm 𝐹 on the subspace p ⊂ g with closed unit ball 𝑈 , is
a Lipschitz integral curve of the following vector field

𝑣(𝑔) = 𝑑𝑙𝑔(𝑢(𝑔)), 𝑢(𝑔) = 𝜓0(𝐴𝑑(𝑔)(𝑤(𝑔)))𝑤(𝑔), 𝑤(𝑔) ∈ 𝑈,

𝜓0(𝐴𝑑(𝑔)(𝑤(𝑔))) = max
𝑤∈𝑈

𝜓0(𝐴𝑑(𝑔)(𝑤)) = max
𝑤∈𝑈

𝐴𝑑(𝑔)*(𝜓0)(𝑤),

where 𝜓0 ∈ g* is some fixed covector with max𝑣∈𝑈 𝜓0(𝑣) = 1.
2. (Conservation law) In addition, 𝜓(𝑡)(𝑔(𝑡)−1𝑔′(𝑡)) ≡ 1 for all 𝑡 ∈ R, where

𝜓(𝑡) := (𝐴𝑑(𝑔(𝑡)))*(𝜓0).

Remark 1. Similar results are proved in book [1] by Velimir Jurdjevich.
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Remark 2. Every extremal with origin 𝑔0 is obtained by the left shift 𝑙𝑔0
from some extremal with origin 𝑒.

Remark 3. In (sub-)Riemannian case, the vector 𝑢(𝑔) is characterized by
condition ⟨𝑢(𝑔), 𝑣⟩ = 𝜓0(𝐴𝑑(𝑔)(𝑣)) for all 𝑣 ∈ p. In Riemannian case, every
extremal is a normal geodesic, and we can assume that 𝜓0 is an unit vector in
(p = g, (·, ·)), setting 𝜓0(𝑣) = (𝜓0, 𝑣), 𝑣 ∈ g. Moreover, �̇�(0) = 𝜓0.

Theorem 2. If 𝑣(𝑔0) ̸= 0, 𝑔0 ∈ 𝐺, then an integral curve of the vector field
𝑣(𝑔), 𝑔 ∈ 𝐺, with origin 𝑔0 is a normal extremal parameterized proportionally to
arc length with the proportionality factor |𝑑𝑙𝑔−1

0
(𝑣(𝑔0))|.

Remark 4. Theorem 2 holds for left-invariant Riemannian metrics on (con-
nected) Lie groups. In this case, 𝑣(𝑔0) ̸= 0 for all 𝑔0 ∈ 𝐺.

Let us choose a basis {𝑒1, . . . , 𝑒𝑛} in g, assuming that {𝑒1, . . . , 𝑒𝑟} is an or-
thonormal basis for the scalar product ⟨·, ·⟩ on p in case of left-invariant (sub)-
Riemannian metric. Define a scalar product ⟨·, ·⟩ on g, considering {𝑒1, . . . , 𝑒𝑛} as
its orthonormal basis. Then each covector 𝜓 ∈ g* can be considered as a vector in
g, setting 𝜓(𝑣) = ⟨𝜓, 𝑣⟩ for every 𝑣 ∈ g. If 𝜓 =

∑︀𝑛
𝑖=1 𝜓𝑖𝑒𝑖, 𝑣 =

∑︀𝑛
𝑘=1 𝑣𝑘𝑒𝑘, then

𝜓(𝑣) = 𝜓 ·𝑣, where 𝜓 and 𝑣 are corresponding vector-row and vector-column, · is
the matrix multiplication.

If 𝑔(𝑡), 𝑡 ∈ R, is a normal geodesic of a left-invariant (sub-)Riemannian metric
𝑑 on a Lie group 𝐺, then 𝑢(𝑔(𝑡)) is the orthogonal projection onto p of the
vector (𝐴𝑑(𝑔(𝑡)))*(𝜓0) in the notation of Theorem 2 for the scalar product ⟨·, ·⟩
introduced above on g. This fact implies

Theorem 3. Every normal parameterized by arclength geodesic of left-invari-
ant (sub-)Riemannian metric on a Lie group 𝐺 issued from the unit is a solution
of the following system of differential equations

�̇�(𝑡) = 𝑑𝑙𝑔(𝑡)𝑢(𝑡), 𝑢(𝑡) =

𝑟∑︁
𝑖=1

𝜓𝑖(𝑡)𝑒𝑖, |𝑢(0)| = 1,

�̇�𝑗(𝑡) =

𝑛∑︁
𝑘=1

𝑟∑︁
𝑖=1

𝑐𝑘𝑖𝑗𝜓𝑖(𝑡)𝜓𝑘(𝑡), 𝜓(0) = 𝜓0,

where 𝑗 = 1, . . . , 𝑛, 𝑐𝑘𝑖𝑗 are structure constants of Lie algebra g in its basis
{𝑒1, ..., 𝑒𝑛}.

Corollary 2. |�̇�(𝑡)| = |𝑢(𝑡)| ≡ 1, 𝑡 ∈ R.

The only Lie groups which do not admit left-invariant sub-Finsler metrics are
commutative Lie groups and Lie groups 𝐺𝑛, 𝑛 ≥ 2, which can be described as

21



connected Lie groups whose every left-invariant Riemannian metric has constant
negative sectional curvature [2]. The group operations for 𝐺𝑛 = R𝑛+ = {(𝑦, 𝑥) ∈
R𝑛 : 𝑥 > 0}, 𝑛 ≥ 2, have a form

(𝑦1, 𝑥1) · (𝑦2, 𝑥2) = 𝑥1(𝑦2, 𝑥2) + (𝑦1, 0), (𝑦, 𝑥)−1 = 𝑥−1(−𝑦, 1).

Then it is clear that 𝑒 = (0, 1) is the unit in 𝐺𝑛 and the group 𝐺𝑛 is a simply
transitive isometry group of the famous Poincare’s model of the Lobachevsky
space 𝐿𝑛 in R𝑛+ with metric 𝑑𝑠2 = (

∑︀𝑛−1
𝑘=1 𝑑𝑦

2
𝑘 + 𝑑𝑥2)/𝑥2 of constant sectional

curvature −1 and corresponding coordinate orthonormal basis {𝑒1, . . . , 𝑒𝑛} in
g𝑛 = (𝐺𝑛)𝑒. All nonzero structure constants in {𝑒1, . . . , 𝑒𝑛} are equal to 𝑐𝑖𝑛𝑖 =
−𝑐𝑖𝑖𝑛 = 1, 𝑖 = 1, . . . , 𝑛−1. Using independently Theorems 2 and 4, we obtain the
same results: Every geodesic 𝑔(𝑡) = (𝑦(𝑡), 𝑥(𝑡)), 𝑡 ∈ R, in (𝐺𝑛, 𝑑), parameterized
by arclength, with origin 𝑒 are well-known semicircles passing through 𝑒 and
orthogonal to R𝑛−1:

𝑥(𝑡) = 1/(cosh 𝑡− 𝜙𝑛 sinh 𝑡), 𝑦𝑖(𝑡) = 𝜙𝑖 sinh 𝑡/(cosh 𝑡− 𝜙𝑛 sinh 𝑡),

𝜓𝑖(0) = 𝜙𝑖, 𝑖 = 1, . . . , 𝑛,

𝑛∑︁
𝑖=1

𝜙2
𝑖 = 1.

The Lie group 𝑆𝐸(2) is isomorphic to the group of matrices of a form(︂
𝐴 𝑣
0 1

)︂
; 𝐴 =

(︂
cos𝜙 − sin𝜙
sin𝜙 cos𝜙

)︂
, 𝑣 =

(︂
𝑥
𝑦

)︂
∈ R2.

The Lie group 𝑆𝐻(2) is obtained from 𝑆𝐸(2) by changing cos𝜙 and sin𝜙 re-
spectively by cosh𝜙 and sinh𝜙. Using Theorem 4 for 𝑆𝑂(3) and Theorem 2 for
Lie groups 𝑆𝐸(2) and 𝑆𝐻(2), we proved that for left-invariant sub-Riemannian
metrics, arbitrary on 𝑆𝑂(3) and some natural on 𝑆𝐸(2) and 𝑆𝐻(2), every pa-
rameterized by arclength geodesic 𝑔(𝑡), 𝑡 ∈ R, 𝑔(0) = 𝑒, has correspondingly the
following form:

�̇�(𝑡) = 𝑔(𝑡)𝑢(𝑡), 𝑢(𝑡) = cos(𝜔(𝑡)/2)𝑒1 + sin(𝜔(𝑡)/2)𝑒2,

�̈�(𝑡) = (𝑎2 − 𝑏2) sin𝜔(𝑡), 𝑎2 ≤ 𝑏2;

�̇�(𝑡) = cos(𝜔(𝑡)/2), �̇�(𝑡) = sin(𝜔(𝑡)/2) cos𝜙(𝑡), �̇�(𝑡) = sin(𝜔(𝑡)/2) sin𝜙(𝑡);

�̇�(𝑡) = sin(𝜔(𝑡)/2), �̇�(𝑡) = cos(𝜔(𝑡)/2) cosh𝜙(𝑡), �̇�(𝑡) = cos(𝜔(𝑡)/2) sinh𝜙(𝑡);

�̈�(𝑡) = − sin𝜔(𝑡).
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Computing sums and intersections of local Morrey spaces
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It is shown that the calculation of the sums and the intersection of Morrey’s
spaces can be reduced to calculating the sum and intersections of spaces of func-
tions included by a parameter in the definition Morrey’s spaces. This reduction
allows us to obtain new extrapolation theorems for Morrey’s spaces.

Let {𝐵𝛽}, (𝛽 ∈ (𝛽, 𝛽), −∞ ≤ 𝛽 < 𝛽 ≤ ∞) be a collection of Banach spaces,
continuously embedded in a complete topological separable space 𝑉 is given.
Such a collection is called a 𝑉 -collection.

For a 𝑉 -collection and a measurable the function {𝜉 : (𝛽, 𝛽)→ 𝑅+} we denote
a new space

∑︀
{𝜉,𝐵𝛽} by norm

‖𝑏|
∑︁
{𝜉,𝐵𝛽}‖ = inf{Σ𝜉(𝛽𝑖)‖𝑏𝛽𝑖 |𝐵𝛽𝑖‖ : 𝑏 = Σ𝑏𝛽𝑖 , the series converges in 𝑉, &

𝛽 < ... < 𝛽−𝑖 < 𝛽−𝑖+1... < 𝛽0 < 𝛽1 < ... < 𝛽𝑖 < ... < 𝛽},

(the symbol ‖𝑏|𝐵‖ denotes the norm of an element 𝑏 in the space 𝐵).
The space

∑︀
{𝜉,𝐵𝛽} is a Banach space.

Analogously, by
⋂︀
{𝜉,𝐵𝛽} we denote a new Banach space, the norm of which

is given by ‖𝑏|
⋂︀
{𝜉,𝐵𝛽‖ = sup𝛽∈(𝛽,𝛽) 𝜉(𝛽)‖𝑏|𝐵𝛽‖.

Let 𝜇 be the Lebesgue measure on 𝑅𝑛, let 𝑆(𝜇) be the space of measurable
functions 𝑓 : 𝑅𝑛 → 𝑅, and let 𝜒(𝐷) stand for the characteristic function of a set
𝐷 ⊆ 𝑅𝑛. A Banach space 𝑋 of measurable functions on 𝑅𝑛 is said to be ideal if it
follows from the condition 𝑓 ∈ 𝑋, the measurability of 𝑔, and the validity of the
inequality |𝑔(𝑡)| ≤ |𝑓(𝑡)| for almost all 𝑡 ∈ 𝑅𝑛 that 𝑔 ∈ 𝑋 and ‖𝑔|𝑋‖ ≤ ‖𝑓 |𝑋‖.

Let 𝑆(𝑍) be the space of number sequences 𝑎 = {𝑎𝑖}∞−∞ with coordinate-wise
convergence, {𝑒𝑖}∞−∞ is a standard basis in 𝑆(𝑍). A Banach space 𝑙 ⊂ 𝑆(𝑍) is
called ideal, if 𝑥 =

∑︀∞
−∞ 𝑒𝑖𝑥𝑖 ∈ 𝑙, 𝑦 =

∑︀∞
−∞ 𝑒𝑖𝑦𝑖 ∈ 𝑆(𝑍) and for all 𝑖 ∈ 𝑍 the

inequality |𝑦𝑖| ≤ |𝑥𝑖| implies that 𝑦 ∈ 𝑙 and ‖𝑦|𝑙‖ ≤ ‖𝑥|𝑙‖.
Classic examples of ideal Banach spaces are the spaces of Lebesque, Orlicz,

Lorentz, Marcinkiewicz and others symmetric spaces.
We denote by Υ the set of non-negative number sequences 𝜏 = {𝜏𝑖} each of

which satisfies the conditions ∀𝑖 : 𝜏𝑖 < 𝜏𝑖+1, lim𝑖→−∞ 𝜏𝑖 = 0.
Let {𝑈(0, 𝜏)} be a collection homothetic, star-shaped with respect to the

point 0 sets 𝑈(0, 𝜏) ⊂ 𝑅𝑛, for which 𝜇(𝑈(0, 1)) > 0. For every sequence 𝜏 ∈ Υ we

*This research is supported by the Russian Fond for basis research, project number 18-51-
06005.
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construct a family of sets 𝑈(0, 𝜏𝑖) and a family of disjoint annuli 𝑅(0, 𝜏𝑖−1, 𝜏𝑖) =
𝑈(0, 𝜏𝑖) ∖ 𝑈(0, 𝜏𝑖−1).

Definition 1. Let an ideal space 𝑋 on 𝑅𝑛, an ideal space 𝑙 sequences with the
standard basis {𝑒𝑖}, a sequence 𝜏 ∈ Υ and a collection {𝑈(0, 𝜏)} be given. The
discrete local Morrey space 𝐿𝑀𝜏

𝑙,𝑋 consists of those 𝑓 ∈ 𝐿1,𝑙𝑜𝑐(𝑅𝑛) for which the
following norm is finite:

‖𝑓 |𝐿𝑀𝜏
𝑙,𝑋‖ = ‖Σ𝑖𝑒𝑖‖𝑓𝜒(𝑈(0, 𝜏𝑖))|𝑋‖|𝑙‖.

By the approximate local Morrey space 𝐿𝑀𝜏
𝑙,𝑋 we mean the set of functions

𝑓 ∈ 𝐿1,𝑙𝑜𝑐(𝑅𝑛) for each of which the following norm is finite:

‖𝑓 |𝐿𝑀𝜏
𝑙,𝑋‖ = ‖

∑︁
𝑖

𝑒𝑖‖𝑓𝜒(𝑅(0, 𝜏𝑖−1, 𝜏𝑖)|𝑋‖|𝑙‖.

From the fact that 𝑋 and 𝑙 are ideal spaces, it follows that the spaces 𝐿𝑀𝑟
𝑙,𝑋 ,

𝐿𝑀𝑟
𝑙,𝑋 are also ideal and, therefore, Banach spaces.
It follows immediately from the definition that the following embedding hold:

𝐿𝑀𝑟
𝑙,𝑋 ⊆ 𝐿𝑀

𝑟
𝑙,𝑋 , (1)

where the constants of the embedding is equal to unity.
The following crucial theorem gives natural conditions on the embedding in-

verse to (1).

Theorem B [1]. Let spaces 𝐿𝑀𝑟
𝑙,𝑋 , 𝐿𝑀𝑟

𝑙,𝑋 , be constructed from spaces 𝑋 and 𝑙,
a collection {𝑈(0, 𝜏)} and a sequence 𝜏 ∈ Υ. We introduce an operator 𝑃 : 𝑙→ 𝑙
by the equation

𝑃 (Σ𝑖𝑒
𝑖𝑥𝑖) = Σ𝑖𝑒

𝑖𝑦𝑖, 𝑦𝑖 = Σ𝑗≤𝑖𝑥𝑗 .

When ‖𝑃 |𝑙 → 𝑙‖ = 𝑐0 < ∞, the spaces 𝐿𝑀𝑟
𝑙,𝑋 and 𝐿𝑀𝑟

𝑙,𝑋 have the same set
of elements, and the following inequalities hold:

‖𝑓 |𝐿𝑀𝑟
𝑙,𝑋‖ ≤ ‖𝑓 |𝐿𝑀

𝑟
𝑙,𝑋‖ ≤ 𝑐0‖𝑓 |𝐿𝑀𝑟

𝑙,𝑋‖.

An important point of the theorem B is that the conditions are imposed on
the space 𝑙 and do not depend on the sequence 𝜏 ∈ Υ.

If in Definition 1 we replace 𝑅𝑛, 𝐿1,𝑙𝑜𝑐(𝑅𝑛), 𝑈(0, 𝜏𝑖) by Ω, 𝐿1,𝑙𝑜𝑐(Ω) and
𝑈(0, 𝜏𝑖)

⋂︀
Ω, then we obtain definitions of Morrey spaces on the set Ω.

The following two theorems are basic.

Theorem 1. We fix the ideal space 𝑋, the collection {𝑈(0, 𝜏)}, the sequence
𝜏 ∈ Υ and the measurable function 𝜉 : (𝛽0, 𝛽1)→ 𝑅+. Let a set of ideal sequence
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spaces be given {𝑙𝛽}, (𝛽 ∈ (𝛽0, 𝛽1)). We construct for each {𝑙𝛽} Morrey local
space 𝑀𝜏

𝑙𝛽 ,𝑋
and Morrey approximation local space 𝑀𝜏

𝑙𝛽 ,𝑋
, (𝛽 ∈ (𝛽0, 𝛽1)). Put

𝑙 =
∑︀
{𝜉, 𝑙𝛼}.

Then, ∑︁
{𝜉,𝑀𝜏

𝑙𝛽 ,𝑋
} = 𝑀𝜏

𝑙,𝑋
,

and the norms in these spaces coincide.
When for the operator 𝑃 defined in theorem B the condition is satisfied

sup
𝛽∈(𝛽0,𝛽1)

‖𝑃 |𝑙𝛽 → 𝑙𝛽‖ = 𝑐1 <∞, (2)

then, ∑︁
{𝜉,𝑀𝜏

𝑙𝛽 ,𝑋
} = 𝑀𝜏

𝑙,𝑋
,

and for each 𝑓 ∈𝑀𝜏
𝑙,𝑋

inequalities are true

‖𝑓 |
∑︁
{𝜉,𝑀𝜏

𝑙𝛽 ,𝑋
}‖𝐿𝑒‖𝑓 |𝑀𝜏

𝑙,𝑋
‖ ≤ 𝑐1‖𝑓 |

∑︁
{𝜉,𝑀𝜏

𝑙𝛽 ,𝑋
}‖.

Theorem 2. Let the assumptions of Theorem 1 be fulfilled. Put 𝑙 =
⋂︀
{𝜉, 𝑙𝛽}.

Then, ⋂︁
{𝜉,𝑀𝜏

𝑙𝛽 ,𝑋
} = 𝑀𝜏

𝑙,𝑋 ,

and the norms in these spaces coincide.
When the condition (2) is satisfied, then,⋂︁

{𝜉,𝑀𝜏
𝑙𝛽 ,𝑋
} = 𝑀𝜏

𝑙,𝑋

and for each 𝑓 ∈𝑀𝜏
𝑙,𝑋 inequalities are true

‖𝑓 |
⋂︁
{𝜉,𝑀𝜏

𝑙𝛽 ,𝑋
}‖ ≤ ‖𝑓 |𝑀𝜏

𝑙,𝑋‖ ≤ 𝑐1‖𝑓 |
⋂︁
{𝜉,𝑀𝜏

𝑙𝛽 ,𝑋
}‖.

From theorems 1–2 we obtain the new extrapolation theorems for operators
in local Morrey space.
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The initial value problem for the Boltzmann equation is stated as follows

𝜕𝑡𝑓 + 𝑣 · ∇𝑥𝑓 = 𝑄(𝑓, 𝑓), 𝑓(𝑥, 𝑣, 0) = 𝑓0(𝑥, 𝑣). (1)

We are interested in strong (classical) solutions which express the conservation
of mass in the phase space of a single particle in a gas, (𝑥, 𝑣) ∈ R3 × R3. The
solution 𝑓 = 𝑓(𝑥, 𝑣, 𝑡) is the “molecular velocity distribution function” which
by its physical meaning is the nonnegative local mass density in the phase space
(𝑥, 𝑣), at time 𝑡 ∈ R. The right-hand side𝑄(𝑓, 𝑓), known as the collision operator,
can be described as the effect of a certain “force” acting on a given particle as a
result of its interaction with other particles in a gas. The precise form of 𝑄(𝑓, 𝑓)
is due to Maxwell [4] and Boltzmann [2].

The collision operator 𝑄(𝑓, 𝑓) is as follows:

𝑄(𝑓, 𝑓)(𝑥, 𝑣, 𝑡) =

∫︁
R3

∫︁
S2

(︀
𝑓 ′* 𝑓

′ − 𝑓* 𝑓
)︀
𝐾(|𝑣 − 𝑣*|, cos𝜗) 𝑑𝜎 𝑑𝑣*,

where 𝑓 = 𝑓(𝑥, 𝑣, 𝑡), 𝑓* = 𝑓(𝑥, 𝑣*, 𝑡), 𝑓
′ = 𝑓(𝑥, 𝑣′, 𝑡), 𝑓 ′* = 𝑓(𝑥, 𝑣′*, 𝑡), cos𝜗 =

(𝑣−𝑣*)·𝜎
|𝑣−𝑣*| , and the primed quantities denote the values corresponding to the instant

before the collision while the unprimed to those after. In particular,

𝑣′ =
𝑣 + 𝑣*

2
+
|𝑣 − 𝑣*|

2
𝜎, 𝑣′* =

𝑣 + 𝑣*
2
− |𝑣 − 𝑣*|

2
𝜎 (2)

are the well-known formulas describing the parametrization of the velocities of
the colliding particles in terms of 𝑣, 𝑣* and the unit vector 𝜎 in the direction of
𝑣′−𝑣′*. Notice that the velocities in (2) satisfy identically the following conditions
of conservation of momentum and kinetic energy:

𝑣′ + 𝑣′* = 𝑣 + 𝑣*,

|𝑣′|2 + |𝑣′*|2 = |𝑣|2 + |𝑣*|2.

We consider solutions which satisfy periodic boundary conditions 𝑓(𝑥+𝛾, 𝑣, 𝑡) =
𝑓(𝑥, 𝑣, 𝑡), 𝛾 ∈ Z3, which is to say that 𝑥 ∈ T𝑥 := R3

𝑥/Z3. We further restrict
𝑓(𝑥, 𝑣, 𝑡) to be independent of (𝑥2, 𝑥3). We remark that the dependence on 𝑣
variable is fully three dimensional.
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The macroscopic density associated with a solution 𝑓 is given by

𝜌(𝑥, 𝑡) =

∫︁
R3
𝑣

𝑓(𝑥, 𝑣, 𝑡) 𝑑𝑣.

The total mass and total energy of 𝑓 are defined respectively by the integrals

𝐴(𝑓) =

∫︁
T𝑥
𝜌(𝑥, 𝑡) 𝑑𝑥, 𝐸(𝑓) =

∫︁
T𝑥

∫︁
R3
𝑣

𝑓(𝑥, 𝑣, 𝑡)|𝑣|2 𝑑𝑣 𝑑𝑥.

The relative entropy of 𝑓 with respect to the Maxwellian 𝑀(𝑣) is given by

𝐻(𝑓 |𝑀) =

∫︁
T𝑥

∫︁
R3
𝑣

𝑓 log( 𝑓𝑀 )− 𝑓 +𝑀 𝑑𝑣 𝑑𝑥, where 𝑀(𝑣) = 𝑎√
2𝜋𝑏

3 𝑒
−|𝑣−𝑐|2/2𝑏,

for 𝑎, 𝑏 > 0 and 𝑐 ∈ R3. The Maxwellian functions 𝑓(𝑥, 𝑣, 𝑡) = 𝑀(𝑣) are the equi-
librium solutions of (1). We remark that if 𝐻(𝑓 |𝑀) is finite for some Maxwellian,
then it is for all others.

Our first hypothesis on the collision kernel 𝐾(𝑤, 𝜉) is about boundedness,
linear bound rate near the origin, and a very mild condition of decrease at infinity.

Hypothesis 1. There exist constants 𝐾0, 𝜀 > 0 such that

0 ≤ 𝐾(𝑤, 𝜉) ≤ 𝐾0𝑤

1 + 𝑤 log1+𝜀(1 + 𝑤)
. (H1)

Definition 1. A strong solution 𝑓(𝑥, 𝑣, 𝑡) of the Boltzmann equation (1) on a
time interval [0, 𝑇 ) is a distributional solution with the property that
𝑓 ∈ 𝐶

(︀
[0, 𝑇 );𝐿1(T𝑥 × R3

𝑣)
)︀
∩ 𝐿1(

(︀
0, 𝑇 );𝐿∞(T𝑥;𝐿1(R3

𝑣))
)︀
.

Under the condition sup𝐾 < +∞, which follows from (H1), this coincides
with the definition used in [3].

The free-streaming flow is defined as follows: 𝑆𝑡 : 𝑓0(𝑥, 𝑣) ↦→ 𝑓0(𝑥 − 𝑡𝑣, 𝑣),
𝑡 ≥ 0. This flow is unbounded on 𝐿∞

𝑥 (𝐿1
𝑣). Therefore we introduce a slightly

more restrictive function class, adapted to the problem (1).

Definition 2. For functions 𝑓(𝑥, 𝑣) on phase space, define the norm

‖𝑓‖
𝑋

:= sup
𝑥∈T𝑥 𝑝∈R+

∫︁
R3
𝑣

| (𝑆𝑝𝑓)(𝑥, 𝑣) | 𝑑𝑣.

Denote by 𝑋 the space of functions 𝑓 which are independent of (𝑥2, 𝑥3) and
periodic in 𝑥1 for which this norm is finite.
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Theorem 1. Consider the Boltzmann equation (1) whose collision kernel sat-
isfies (H1). Given initial data 𝑓0(𝑥, 𝑣) ∈ 𝑋 such that 𝑓0 ≥ 0 and 𝐻(𝑓0|𝑀) is
finite for a Maxwellian 𝑀(𝑣), then a strong solution 𝑓(𝑥, 𝑣, 𝑡) ∈ 𝑋 exists locally
in time. If for some Maxwellian 𝑀0(𝑣) the quantity 𝐻(𝑓0|𝑀0) is small enough,
this strong solution exists globally in time.

For our next Theorem we impose an additional small relative velocity cutoff
and a lower bound on the collision kernel.

Hypothesis 2. We suppose there exists a constant 𝑅 such that

𝐾(𝑤, 𝜉) = 0 for 𝑤 < 𝑅 and 𝐾(𝑤, 𝜉) ≥ 𝛽(𝜉) sup
𝜉∈(−1,1)

𝐾(𝑤, 𝜉), (H2)

where 𝛽(𝜉) is positive on a set of positive measure.

Theorem 2. Assume that the additional hypothesis (H2) is imposed on the
Boltzmann collision kernel. Suppose that initial data 0 ≤ 𝑓0(𝑥, 𝑣) ∈ 𝑋 is given
such that

𝐴(𝑓0) + 𝐸(𝑓0) < +∞.

Then there exists a strong solution 𝑓(𝑥, 𝑣, 𝑡) for all 𝑡 ∈ R+.
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Some properties of cyclic recurrent submanifolds

Irina Bodrenko

LLC “Interactive Systems”, Volgograd, Russia
email: irina@bodrenko.org

Let 𝐹𝑛 be 𝑛-dimensional (𝑛 ≥ 2) smooth submanifold in (𝑛+ 𝑝)-dimensional
(𝑝 ≥ 2) space of constant curvature 𝑀𝑛+𝑝(𝑐). Denote by 𝑔 the Riemannian
metric on 𝑀𝑛+𝑝(𝑐), by 𝑔 the induced Riemannian metric on 𝐹𝑛, by ∇̃ and
∇ the Riemannian connections on 𝑀𝑛+𝑝(𝑐) and 𝐹𝑛 consistent with 𝑔 and 𝑔,
respectively. Let 𝑏 be the second fundamental form 𝐹𝑛 in 𝑀𝑛+𝑝(𝑐). Denote
by 𝐷 and 𝑅⊥ the normal connection and the tensor of normal curvature of 𝐹𝑛

in 𝑀𝑛+𝑝(𝑐), respectively, by ∇ = ∇ ⊕ 𝐷 the connection of van der Waerden–
Bortolotti.

Defintion 1. The second fundamental form 𝑏 ̸= 0 is called cyclic recurrent if on
𝐹𝑛 there exists 1-form 𝜇 such that

∇𝑋𝑏(𝑌,𝑍) = 𝜇(𝑋)𝑏(𝑌,𝑍) + 𝜇(𝑌 )𝑏(𝑍,𝑋) + 𝜇(𝑍)𝑏(𝑋,𝑌 )

for all vector fields 𝑋,𝑌, 𝑍 tangent to 𝐹𝑛.

Submanifolds 𝐹𝑛 in 𝑀𝑛+𝑝(𝑐) with cyclic recurrent second fundamental form
𝑏 ̸= 0 (cyclic recurrent submanifolds, for short) are natural generalizations of
Darboux surfaces in three-dimensional Euclidean space 𝐸3 (see [1]).

Certain properties of hypersurfaces 𝐹𝑛 with cyclic recurrent non-parallel sec-
ond fundamental form in Euclidean spaces 𝐸𝑛+1 were obtained in [2].

The following statements hold.

Theorem 1. Let the pointwise codimension of the surface 𝐹 2 at each point
𝑥 ∈ 𝐹 2 in the space of constant curvature 𝑀4(𝑐) be equal to 1, and the surface
𝐹 2 have no asymptotic directions. Then if the surface 𝐹 2 ⊂ 𝑀4(𝑐) has cyclic
recurrent second fundamental form 𝑏 ̸= 0 then 𝐹 2 belongs to totally geodesic
hypersurface in 𝑀4(𝑐).

Theorem 2. Let the surface 𝐹 2 in the space of constant curvature 𝑀4(𝑐) have
flat normal connection (𝑅⊥ ≡ 0) and have no axial points. Then if the sur-
face 𝐹 2 ⊂ 𝑀4(𝑐) has cyclic recurrent second fundamental form 𝑏 ̸= 0 then the
following conditions hold:

1) 𝐹 2 belongs to the hypersurface 𝐹 3 ⊂ 𝑀4(𝑐) of constant curvature ̃︀𝑐 + 𝑐20,
𝑐0 = const > 0,

2) 𝐹 2 has constant zero inner curvature 𝐾𝑖 ≡ 0 and non-zero mean curvature
vector of constant length ℎ0 = const > 0, ̃︀𝑐+ ℎ20 > 0,
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3) indicatrix of normal curvature of the surface 𝐹 2 at each point 𝑥 ∈ 𝐹 2 is
straight segment of constant length 2

√︀̃︀𝑐+ ℎ20, and this indicatrix and mean cur-
vature vector form constant non-zero angle 𝛼0 = const ̸= 0 where 𝑐20 = ℎ20 sin2 𝛼0.

Theorem 3. Let the normal connection of the surface 𝐹 2 in the space of constant
curvature 𝑀4(𝑐) be not flat (𝑅⊥ ̸= 0), and the surface 𝐹 2 have no asymptotic
directions. Then if the surface 𝐹 2 ⊂ 𝑀4(𝑐) has cyclic recurrent second funda-
mental form 𝑏 then the following conditions hold:

1) 𝐹 2 belongs to the space 𝑀4(̃︀𝑐) of constant positive curvature 𝑐 = 3𝜆20,
𝜆0 = const > 0,

2)𝐹 2 has constant positive inner curvature 𝐾𝑖 = 𝜆20 > 0,
3) indicatrix of normal curvature of the surface 𝐹 2 at each point 𝑥 ∈ 𝐹 2 is a

circle of radius 𝜆0 = const > 0 with the center at the point 𝑥.
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Group of motions of a special four-dimensional extension
of pseudo-Euclidean three-dimensional geometry

Rada Bogdanova, Vladimir Kyrov
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In the work [1] within the frame of solving the embedding problem of Eu-
clidean geometry V. A. Kyrov found a special four-dimensional extension of the
pseudo-Euclidean three-dimensional geometry. This geometry is defined by the
following function of the pair of points:

𝑓(𝑖, 𝑗) = ((𝑥𝑖 − 𝑥𝑗)2 + (𝑦𝑖 − 𝑦𝑗)2 − (𝑧𝑖 − 𝑧𝑗)2)𝑒2𝑤𝑖+2𝑤𝑗 , (1)

where (𝑥𝑖, 𝑦𝑖, 𝑧𝑖, 𝑤𝑖) and (𝑥𝑗 , 𝑦𝑗 , 𝑧𝑗 , 𝑤𝑗) are the coordinates of the points 𝑖 and 𝑗
in 𝑅4.

The purpose of the work is to find explicit expressions for the groups of
motions of a special four-dimensional extension of a pseudo-Euclidean three-
dimensional geometry.
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Let us consider the effective and differentiable action of the Lie group G in
𝑈 ⊂ 𝑅4 [2, 3], i. e. differentiable mapping

𝜆 : 𝑈 ×𝐺→ 𝑈 ′,

where 𝑈 ′ ⊂ 𝑅4. The action 𝜆𝑎, defined by an arbitrary element 𝑎 ∈ 𝐺, is called
movement the space 𝑅4 with the function of the pair of points 𝑓 , if for any 𝑖, 𝑗 ∈ 𝑈
such that ⟨𝑖, 𝑗⟩ ∈ 𝑆𝑓 , ⟨𝜆𝑎(𝑖), 𝜆𝑎(𝑗)⟩ ∈ 𝑆𝑓 , the following equality is satisfied

𝑓
(︀
𝜆𝑎(𝑖), 𝜆𝑎(𝑗)

)︀
= 𝑓(𝑖, 𝑗),

moreover 𝑆𝑓 ⊆ 𝑅4 ×𝑅4 is the domain of the function 𝑓 .
The set of all the movements defined this way forms a ten-dimensional Lie

group of transformations. The basis operators of the Lie algebra of this transfor-
mation are as follows [1]:

𝜕𝑥, 𝜕𝑦, 𝜕𝑧, 𝑦𝜕𝑥 − 𝑥𝜕𝑦, 𝑦𝜕𝑧 + 𝑧𝜕𝑦, 𝑥𝜕𝑧 + 𝑧𝜕𝑥, 2𝑥𝜕𝑥 − 2𝑦𝜕𝑦 − 2𝑧𝜕𝑧 + 𝜕𝑤,

(𝑦2 − 𝑧2 − 𝑥2)𝜕𝑥 − 2𝑥𝑦𝜕𝑦 − 2𝑥𝑧𝜕𝑧 + 𝑥𝜕𝑤,

(𝑥2 − 𝑧2 − 𝑦2)𝜕𝑦 − 2𝑦𝑥𝜕𝑥 − 2𝑦𝑧𝜕𝑧 + 𝑦𝜕𝑤,

(−𝑥2 − 𝑦2 − 𝑧2)𝜕𝑧 − 2𝑧𝑥𝜕𝑥 − 2𝑧𝑦𝜕𝑦 + 𝑧𝜕𝑤, (2)

The method of finding consists in applying the exponential mapping [4, 5]:⎛⎜⎜⎝
𝑥′

𝑦′

𝑧′

𝑤′

⎞⎟⎟⎠ = Exp(𝑡𝑋)

⎛⎜⎜⎝
𝑥
𝑦
𝑧
𝑤

⎞⎟⎟⎠ ,

where 𝑡 is a real parameter, 𝑋 is an arbitrary Lie algebra operator of the move-
ment group,

Exp(𝑡𝑋) = 1 + 𝑡𝑋 +
𝑡2𝑋2

2!
+ · · ·

Theorem. The group of motions of a special four-dimensional extension of
pseudo-Euclidean three-dimensional geometry with the function of the pair of
points (1) in the explicit form is given by:

𝑥′ =
((𝑥2 + 𝑦2 − 𝑧2)(𝑎11𝑎+ 𝑎12𝑏− 𝑎13𝑐) + 𝑎11𝑥+ 𝑎12𝑦 + 𝑎13𝑧)𝑒

−2𝛿

(𝑎2 + 𝑏2 − 𝑐2)(𝑥2 + 𝑦2 − 𝑧2) + 2𝑎𝑥+ 2𝑏𝑦 + 2𝑐𝑧 + 1
+ 𝛼,

𝑦′ =
((𝑥2 + 𝑦2 − 𝑧2)(𝑎21𝑎+ 𝑎22𝑏− 𝑎23𝑐) + 𝑎21𝑥+ 𝑎22𝑦 + 𝑎23𝑧)𝑒

−2𝛿

(𝑎2 + 𝑏2 − 𝑐2)(𝑥2 + 𝑦2 − 𝑧2) + 2𝑎𝑥+ 2𝑏𝑦 + 2𝑐𝑧 + 1
+ 𝛽,

𝑧′ =
((𝑥2 + 𝑦2 − 𝑧2)(𝑎31𝑎+ 𝑎32𝑏− 𝑎33𝑐) + 𝑎31𝑥+ 𝑎32𝑦 + 𝑎33𝑧)𝑒

−2𝛿

(𝑎2 + 𝑏2 − 𝑐2)(𝑥2 + 𝑦2 − 𝑧2) + 2𝑎𝑥+ 2𝑏𝑦 + 2𝑐𝑧 + 1
+ 𝛾,

𝑤′ = 𝑤 + 1
2 ln((𝑎2 + 𝑏2 − 𝑐2)(𝑥2 + 𝑦2 − 𝑧2) + 2𝑎𝑥+ 2𝑏𝑦 + 2𝑐𝑧 + 1) + 𝛿, (3)
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where

⎛⎝𝑎11 𝑎12 𝑎13
𝑎21 𝑎22 𝑎23
𝑎31 𝑎32 𝑎33

⎞⎠ ∈ 𝑆𝑂(1, 2).

The proof of the theorem consists in finding, using the exponential map, of
one-parameter subgroups, corresponding to basic operators of Lie algebras of
motion groups (2), composition of which allows finding explicit expressions for
local actions of Lie groups (3) of a special four-dimensional extension of pseudo-
Euclidean three-dimensional geometry with function of the pair of points (1).
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General nondegenerate solution of one system
of functional equations
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The work solves the following system of two functional equations:

�̄�𝜉 + �̄� = 𝜒1(𝑥+ 𝜉, 𝑦 + 𝜂, 𝜇, 𝜈),
�̄�𝜂 + 𝑦𝜉 + 𝜈 = 𝜒2(𝑥+ 𝜉, 𝑦 + 𝜂, 𝜇, 𝜈),

}︂
(1)

where �̄� = �̄�(𝑥, 𝑦), 𝑦 = 𝑦(𝑥, 𝑦), 𝜉 = 𝜉(𝜉, 𝜂, 𝜇, 𝜈), 𝜂 = 𝜂(𝜉, 𝜂, 𝜇, 𝜈), �̄� = �̄�(𝜉, 𝜂, 𝜇, 𝜈),
𝜈 = 𝜈(𝜉, 𝜂, 𝜇, 𝜈).

Solutions of the system (1) are nondegenerate, if they satisfy these two con-
ditions

𝜕(�̄�, 𝑦)

𝜕(𝑥, 𝑦)
̸= 0,

𝜕(𝜉, 𝜂, �̄�, 𝜈)

𝜕(𝜉, 𝜂, 𝜇, 𝜈)
̸= 0. (2)
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The system of functional equations (1) and conditions (2) of nondegeneracy
of its solutions naturally appear in the frame of the embedding hypothesis [1] of
the dimetric phenomenologically symmetric geometry of two sets (DPS GTS) of
mininal rank (2, 2) with metric function 𝑔 = (𝑔1, 𝑔2) = (𝑥+𝜉, 𝑦+𝜂) in DPS GTS
of the rank (3, 2) with metric function 𝑓 = (𝑓1, 𝑓2) = (𝑥𝜉+𝜇, 𝑥𝜂+𝑦𝜉+𝜈), taken
from the full classification mentioned in the works [2]. When embedding reversible
replacement of local coordinates (𝑥, 𝑦) → (�̄�, 𝑦) and (𝜉, 𝜂, 𝜇, 𝜈) → (𝜉, 𝜂, �̄�, 𝜈)
is allowed in two-dimensional and four-dimensional manifolds, on which metric
function 𝑓 defines DPS GTS of the rank (3, 2).

The unknown in this system (1) are six functions �̄�, 𝑦, 𝜉, 𝜂, �̄�, 𝜈, which com-
ponents 𝜒1 and 𝜒2 of the scaling function 𝜒 = (𝜒1, 𝜒2) are defined univalently.

Theorem. The system of functional equations (1) has two types of nondegener-
ate solutions depending on the structure of their first function �̄� = �̄�(𝑥, 𝑦):

1. General exponential nondegenerate solution

𝑥 = ℎ exp(𝑎𝑥+ 𝑏𝑦) + 𝑔, 𝑦 = (ℎ(𝑐𝑥+ 𝛾𝑦) + 𝛽) exp(𝑎𝑥+ 𝑏𝑦) + 𝛼,

𝜉 = 𝜉(𝜇, 𝜈) exp(𝑎𝜉 + 𝑏𝜂), 𝜂 = ((𝑐𝜉 + 𝛾𝜂)𝜉(𝜇, 𝜈) + 𝜂(𝜇, 𝜈)) exp(𝑎𝜉 + 𝑏𝜂),

𝜇 = −𝑔𝜉(𝜇, 𝜈) exp(𝑎𝜉 + 𝑏𝜂) + 𝜇(𝜇, 𝜈),

𝜈 = −((𝑔(𝑐𝜉 + 𝛾𝜂) + 𝛼)𝜉(𝜇, 𝜈) + 𝑔𝜂(𝜇, 𝜈)) exp(𝑎𝜉 + 𝑏𝜂) + 𝜈(𝜇, 𝜈);

2. Common linear nondegenerate solution

𝑥 = 𝑎𝑥+ 𝑏𝑦 + 𝑔, 𝑦 = 𝑎𝑐𝑥2/2 + 𝑏𝑐𝑥𝑦 + 𝑏𝛾𝑦2/2 + (ℎ+ 𝑔𝑐)𝑥+ (𝛽 + 𝑔𝛾)𝑦 + 𝛼,

𝜉 = 𝜉(𝜇, 𝜈), 𝜂 = (𝑐𝜉 + 𝛾𝜂)𝜉(𝜇, 𝜈) + 𝜂(𝜇, 𝜈), 𝜇 = (𝑎𝜉 + 𝑏𝜂)𝜉(𝜇, 𝜈) + 𝜇(𝜇, 𝜈),

𝜈 = (𝑎𝑐𝜉2/2 + 𝑏𝑐𝜉𝜂 + 𝑏𝛾𝜂2/2 + ℎ𝜉 + 𝛽𝜂)𝜉(𝜇, 𝜈) + (𝑎𝜉 + 𝑏𝜂)𝜂(𝜇, 𝜈) + 𝜈(𝜇, 𝜈),

in every solution limits for 𝑎, 𝑏, 𝑐, 𝑔, ℎ, 𝛼, 𝛽, 𝛾 and coefficients 𝜉(𝜇, 𝜈), 𝜂(𝜇, 𝜈),
𝜇(𝜇, 𝜈), 𝜈(𝜇, 𝜈) are defined by the conditions (2), in particular, 𝑎2 + 𝑏2 ̸= 0,
𝜉(𝜇, 𝜈) ̸= 0.
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Extremal function in the Szego and Fekete problem

Yana Vladimirovna Borisova
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Denote by 𝑆 the class of normalized univalent functions 𝑓 : 𝐸 → C, 𝑓(𝑧) =
𝑧 + 𝑐2𝑧

2 + 𝑐3𝑧
3 + . . . defined on the unit disk 𝐸 = {𝑧 ∈ C : |𝑧| < 1}. The paper

solves the classical Szego and Fekete problem [1–3] about finding the bound of
the functional

𝐼 : 𝑆 → R, 𝐼(𝑓) = Re
(︀
𝑐3 − 𝛾𝑐22

)︀
, 𝛾 ∈ R.

and its extremal functions.
Using standard variational technique [4] we obtain that extremal functions

satisfy the differential equation

𝑞𝑓(𝑧) + 1

𝑓4(𝑧)
𝑓 ′2(𝑧) =

𝑧4 + 𝑞𝑧3 + 𝑏𝑧2 + 𝑞𝑧 + 1

𝑧4
,

where 𝑞 = 2(1− 𝛾)𝑐2, 𝑏 = 2𝐼(𝑓).
Qualitative analysis of the differential equation gives that right-side of equa-

tion has the form
𝑞𝑓(𝑧) + 1

𝑓4(𝑧)
𝑓 ′2(𝑧) =

(𝑧 − 𝜇)2(𝑧 − 𝜂)2

𝑧4
(1)

or the form

𝑞𝑓(𝑧) + 1

𝑓4(𝑧)
𝑓 ′2(𝑧) =

(𝑧 − 𝜇)2(𝑧 − 𝜉)(𝑧 − 1
𝜉
)

𝑧4
, (2)

where |𝜇| = 1, |𝜂| = 1, |𝜉| < 1.

Theorem 1. For 𝛾 ∈ (0, 1) maximum max
𝑓∈𝑆

𝐼(𝑓) = 1 + 2𝑒
−2𝛾
1−𝛾 yields the solution

of the equation (1). The expansion of this extremal function in a neighborhood
of zero has real coefficients. Besides this function satisfies the equation

2𝑒−
𝛾

1−𝛾 ln
1 +

√︁
1− 4𝑒−

𝛾
1−𝛾 𝑓

1−
√︁

1− 4𝑒−
𝛾

1−𝛾 𝑓

−

√︁
1− 4𝑒−

𝛾
1−𝛾 𝑓

𝑓
= −1

𝑧
+ 𝑧 − 2𝑒−

𝛾
1−𝛾 ln 𝑧,

and maps unit disk onto the plane with three analytical curves excluded. The
curves meet at one point 1

4𝑒
𝛾

1−𝛾 under equal angles, one of them goes to infinity.
For 𝛾 < 0 maximum max

𝑓∈𝑆
𝐼(𝑓) = 3−4𝛾 yields the solution of the equation (2).

The extremal function is a Koebe function and it has expansion in a neighborhood
of zero with real coefficients.
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For 𝛾 > 1 maximum max
𝑓∈𝑆

𝐼(𝑓) = −3 + 4𝛾 yields the solution of the equa-

tion (2). The extremal function is a Koebe function and it has expansion in a
neighborhood of zero with coefficients 𝑐2𝑛−1 ∈ R, 𝑖𝑐2𝑛 ∈ R.

The result was obtained jointly with I. A. Kolesnikov, S. A. Kopanev, G. D. Sadrit-
dinova.
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Measures of non-compactness and Sobolev-Lorentz spaces

Ondřej Bouchala

Charles University
email: ondrej.bouchala@gmail.com

The measure of non-compactness is defined for any continuous linear mapping
𝑇 : 𝑋 → 𝑌 between two Banach spaces 𝑋 and 𝑌 as

𝛽(𝑇 ) := inf

{︂
𝑟 > 0

𝑇 (𝐵𝑋) can be covered by finitely
many open balls with radius 𝑟

}︂
.

It can easily be shown that 0 ≤ 𝛽(𝑇 ) ≤ ‖𝑇‖ and that 𝛽(𝑇 ) = 0, if and only if
the mapping 𝑇 is compact.

Prof. Stanislav Hencl has proved in his paper that the measure of non-
compactness of the known embedding 𝑊 𝑘,𝑝

0 (Ω) → 𝐿𝑝
*
(Ω), where 𝑘𝑝 is smaller

than the dimension, is equal to its norm.
In this thesis we prove that the measure of non-compactness of the embedding

between function spaces is under certain general assumptions equal to the norm
of that embedding. We apply this theorem to the case of Lorentz spaces to obtain
that the measure of non-compactness of the embedding

𝑊 𝑘
0 𝐿

𝑝,𝑞(Ω)→ 𝐿𝑝
*,𝑞(Ω)

is for suitable 𝑝 and 𝑞 equal to its norm.
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On the vertical similarly homogeneous R-trees
Aleksey Ivanovich Bulygin

Northern (Arctic) Federal University
email: alexey.buligin@gmail.com

We study the class of similarly homogeneous locally complete R-trees with
some additional requirements. In particular, vertical and strictly vertical R-trees
are defined. The metric classification of strictly vertical R-trees is made: it is
shown that every such R-tree is isometric to some model R-tree.

The similarly homogeneous locally complete spaces with intrinsic metric were
introduced and studied in [1]. The examples of using of R-trees were described
in [2, 3] and some other papers. Some properties and criteria of R-trees were
proven in [4].

The space 𝑋 is called similarly homogeneous if the group 𝑆𝑖𝑚(𝑋) of its
similarities is transitive. That is, for any 𝑥, 𝑦 ∈ 𝑋 there exists a similarity 𝜙
mapping 𝑥 to 𝜙(𝑥) = 𝑦. If the group 𝐼𝑠𝑜𝑚(𝑋) is transitive (for any 𝑥, 𝑦 ∈ 𝑋 the
isometry 𝜙, mapping 𝑥 to 𝑦 exists), the space 𝑋 is called homogeneous.

The space (𝑋, 𝑑) is called locally complete if for any point 𝑥 ∈ 𝑋 there exists
a number 𝑟 > 0 such that the closed ball 𝐵(𝑥, 𝑟) is complete in the metric 𝑑.

Theorem 1 [1, Theorem 2.1]. The locally complete similarly homogeneous space
𝑋 is homogeneous if and only if it is complete.

All spaces considered below are similarly homogeneous and non-homogeneous.
Consequently, the function 𝑐(𝑥) is always finite. If 𝜙 : 𝑋 → 𝑋 is a similarity
with the coefficient 𝑘 > 0 then 𝑐(𝜙(𝑥)) = 𝑘 · 𝑐(𝑥) for any point 𝑥 ∈ 𝑋.

The criterion of R-tree is the following.

Theorem 2 [5, Theorem 1]. Let 𝑋 be a geodesic space. If 𝑋 is an R-tree, then
for every point 𝑜 ∈ 𝑋 there exists unique partial order ⪯𝑜 on 𝑋 such that the
pair (𝑋,⪯𝑜) is upper-semilinear ∨-semilattice with root 𝑜. Every nonempty subset
𝐴 ⊂ 𝑋 has its supremum in this order. Conversely, if 𝑋 admits a partial order,
such that 𝑋 becomes a semilinear metric semilattice such that the directions of
the semilattice and the semilinearity coincide, then 𝑋 is an R-tree.

Let 𝑋 be an R-tree. The branching number in the point 𝑥 ∈ 𝑋 is by definition
the cardinal number B𝑥(𝑋) = B − 1 where B is the cardinality of the set of
connected components in 𝑋∖{𝑥}. Each connected component in 𝑋∖{𝑥} is called
a branch with the root 𝑥. If B = 1, the point 𝑥 is called terminal point.

A continuous function 𝑓 : [𝑎, 𝑏]→ R is called saw-like if: 1) 𝑓 is not constant
in any interval (𝑐, 𝑑) ⊂ [𝑎, 𝑏]; 2) if 𝑓 is monotone in the interval (𝑐, 𝑑) ⊂ [𝑎, 𝑏] then
𝑓 |(𝑐,𝑑) is linear with the angle coefficient ±1.
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Let (𝑋, 𝑑) be a locally complete similarly homogeneous non-homogeneous
R-tree and 𝑐 : 𝑋 → R+ corresponding function of the completeness radius.
𝑋 is called vertical if the function 𝑐(𝛾(𝑡)) is saw-like on each segment [𝑥𝑦] ⊂ 𝑋
naturally parameterized as 𝛾 : [0, 𝑑(𝑥, 𝑦)] → 𝑋 so that 𝛾(0) = 𝑥, 𝛾(𝑑(𝑥, 𝑦)) = 𝑦
and 𝑑(𝑥, 𝛾(𝑡)) = 𝑡 for all 𝑡 ∈ [0, 𝑑(𝑥, 𝑦)]. 𝑋 is called strictly vertical if the
function 𝑐(𝛾(𝑡)) mentioned above has at most one local extremum in each segment
[𝑥𝑦] ⊂ 𝑋.

Let (𝑋, 𝑑) be a strictly vertical R-tree differ from R+. We say that 𝑋 has
branching up (correspondingly, branching down) if each local extremum of the
completeness radius in the arbitrary segment in 𝑋 is the local minimum (corre-
spondingly, local maximum).

Let (𝑋, 𝑑) be a strictly vertical R-tree with branching up. Given points 𝑥, 𝑦 ∈
𝑋 we say that 𝑦 lies in the upper branch with the root 𝑥 if 𝑥 is the minimum
point of the completeness radius in the segment [𝑥𝑦] and denote this relation
𝑥↗ 𝑦.

Let 𝐺 be a group with the unity 𝑒. Given a number 𝑎 > 0 the function
𝜙 : [0, 𝑎)→ 𝐺 is called piecewise constant from the right if for any 𝑡 ∈ [0, 𝑎) there
exists 𝜀(𝑡) > 0 such that 𝜙(𝑡+ 𝜏) = 𝜙(𝑡) for all positive 𝜏 < 𝜀(𝑡).

We define a metric 𝑑 on the set 𝑋+(𝐺). Set 𝑑(𝜙,𝜓) = |𝑎 − 𝑎′| if 𝜙 ↗ 𝜓 or
𝜓 ↗ 𝜙, 𝐷(𝜙) = [0, 𝑎) and 𝐷(𝜓) = [0, 𝑎′).

Lemma. The metric space (𝑋+(𝐺), 𝑑) is locally complete. The completeness
radius at the point (𝜙, 𝑎) ∈ 𝑋+(𝐺) is 𝑐(𝜙) = 𝑎.

We have the following

Theorem 3. The space 𝑋+(𝐺) is the similarly homogeneous, non-homogeneous
strictly vertical R-tree with branching up and the branching number |𝐺|.

Let (𝑋, 𝑑), (𝑋 ′, 𝑑′) be locally complete similarly homogeneous non-homogeneous
spaces with interior metrics. We say that they are inverse to each other if there
exists a homeomorphism 𝐼 : 𝑋 → 𝑋 ′ called the inversion of 𝑋 onto 𝑋 ′ with
coefficient 𝑅 > 0 such that the completeness radii 𝑐(𝑥) of the arbitrary point
𝑥 ∈ 𝑋 and 𝑐(𝑥′) of its image 𝑥′ = 𝐼(𝑥) satisfy the equality 𝑐(𝑥) · 𝑐(𝑥′) = 𝑅2.

Next, we prove

Theorem 4. Let (𝑌, 𝑑) be a strictly vertical R-tree with branching down. Then
it is inverse to a strictly vertical R-tree (𝑌 ′, 𝑑′) with the same branching number
and branching up.

The precise result for the case of R-trees with branching down is the following

Theorem 5. Let 𝑇 be a strictly vertical R-tree with the branching number B(𝑇 ).
If 𝑇 has the branching type up then it is isometric to 𝑋+(𝐺) where 𝐺 is a group
with cardinality |𝐺| = B(𝑇 ). If 𝑇 has the branching type down then it is isometric
to 𝑋−(𝐺).
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Consequently, two strictly vertical R-trees are isometric if and only if their
branching types and branching numbers coincide.
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Inverse problem for Möbius geometry on the circle:
SRA-free condition by Zolotov for self-contracted curves
and nondegeneracy of zz-distance for Möbius structures

on the circle

Sergei Buyalo

POMI RAS
email: sbuyalo@pdmi.ras.ru

SRA-free condition for metric spaces (that is, spaces without Small Rough
Angles) was introduced by Zolotov to study rectifiability of self-contracted curves
in various metric spaces. We give a Möbius invariant version of this notion which
allows to show that zz-distance associated with a respective Möbius structure on
the circle is nondegenerate. This result is an important part of a solution to the
inverse problem of Möbius geometry on the circle.

The inverse problem of Möbius geometry asks to describe Möbius structures
which are induced by hyperbolic spaces. We are interested in the inverse problem
for Möbius structures on the circle 𝑋 = 𝑆1.

We list a set of axioms for a Möbius structure 𝑀 on the circle 𝑋 = 𝑆1.

(T) Topology: 𝑀 -topology on 𝑋 is that of 𝑆1.
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(M(𝛼)) Monotonicity: Fix 0 < 𝛼 < 1. Given a 4-tuple 𝑞 = (𝑥, 𝑦, 𝑧, 𝑢) ∈ 𝑋4 such
that the pairs (𝑥, 𝑦), (𝑧, 𝑢) separate each other, we have

|𝑥𝑦| · |𝑧𝑢| ≥ max{|𝑥𝑧| · |𝑦𝑢|+ 𝛼|𝑥𝑢| · |𝑦𝑧|, 𝛼|𝑥𝑧| · |𝑦𝑢|+ |𝑥𝑢| · |𝑦𝑧|}

for some and hence any semi-metric from 𝑀 .

(P) Ptolemy: for every 4-tuple 𝑞 = (𝑥, 𝑦, 𝑧, 𝑢) ∈ 𝑋4 we have

|𝑥𝑦| · |𝑧𝑢| ≤ |𝑥𝑧| · |𝑦𝑢|+ |𝑥𝑢| · |𝑦𝑧|

for some and hence any semi-metric from 𝑀 .

A Möbius structure 𝑀 on the circle 𝑋 that satisfies axioms T, M(𝛼), P is
said to be strictly monotone.

Axiom M(𝛼) is motivated by the work [1] of V. Zolotov.
We consider the set Hm of unordered harmonic pairs of unordered pairs of

points in 𝑋 as a required filling of a Möbius structure 𝑀 in the inverse problem
of Möbius geometry. A zig-zag path, or zz-path, 𝑆 ⊂ Hm is defined as finite
sequence of segments 𝜎𝑖 on lines in Hm, where consecutive segments 𝜎𝑖, 𝜎𝑖+1

have a common end 𝑞 = 𝜎𝑖 ∩ 𝜎𝑖+1 ∈ Hm with axes determined by 𝜎𝑖, 𝜎𝑖+1.
We define a distance 𝛿 on Hm as

𝛿(𝑞, 𝑞′) = inf
𝑆
|𝑆|,

where the infimum is taken over all zz-paths 𝑆 ⊂ Hm from 𝑞 to 𝑞′, and |𝑆| is the
length of 𝑆 defined as the sum of the lengths of its sides.

Theorem 1. Let 𝑀 be a ptolemaic Möbius structure of the circle 𝑋 which
satisfies axiom (M(𝛼)) for some 0 < 𝛼 < 1, such that the 𝑀 -topology is the
topology of 𝑆1. Then the distance 𝛿 on Hm is nondegenerate, 𝛿(𝑞, 𝑞′) ̸= 0 if and
only if 𝑞 ̸= 𝑞′, the 𝛿-metric topology on Hm coincides with one induced from
𝑋4, and the metric space (Hm, 𝛿) is complete. In particual, (Hm, 𝛿) is a proper
geodesic metric space.

We use notation reg𝒫𝑛 for the set of ordered nondegenerate 𝑛-tuples of points
in 𝑋 = 𝑆1, 𝑛 ∈ N. For 𝑞 ∈ reg𝒫𝑛 and a proper subset 𝐼 ⊂ {1, . . . , 𝑛} we denote
by 𝑞𝐼 ∈ reg𝒫𝑘, 𝑘 = 𝑛− |𝐼|, the 𝑘-tuple obtained from 𝑞 (with the induced order)
by crossing out all entries which correspond to elements of 𝐼. We denote the
cross-ratio

𝑞 ↦→ cr1(𝑞) =
|𝑥1𝑥3||𝑥2𝑥4|
|𝑥1𝑥4||𝑥2𝑥3|

for 𝑞 = (𝑥1, 𝑥2, 𝑥3, 𝑥4) ∈ reg𝒫4.
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(I) Increment Axiom: for any 𝑞 ∈ reg𝒫7 with cyclic order co(𝑞) = 1234567
such that 𝑞247 and 𝑞157 are harmonic, we have

cr1(𝑞345) > cr1(𝑞123).

Theorem 2. Assume that a Möbius structure𝑀 on 𝑋 = 𝑆1 is strictly monotone,
i. e., it satisfies axioms (T), (M(𝛼)), (P), and satisfies Increment axiom. Then
(Hm, 𝛿) is a complete, proper, hyperbolic geodesic metric space with 𝛿-metric
topology coinciding with that induced from 𝑋4.

References

1. Zolotov V. Subsets with small angles in self-contraced curves, arXiv:1804.00234,
2018.

Modular functional spaces
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The purpose of this note is to show how modulars in the sense of [1–5] generate
functional spaces, which turn out to be interrelated in a more closer sense than
can possibly be seen from their definitions.

1. A modular 𝑤 on a set 𝑋 is a one-parameter family 𝑤 = {𝑤𝜆 : 𝜆 ∈ (0,∞)}
of functions 𝑤𝜆 : 𝑋 × 𝑋 → [0,∞] satisfying, for all 𝑥, 𝑦, 𝑧 ∈ 𝑋, the following
three conditions (axioms): (i) 𝑥 = 𝑦 if and only if 𝑤𝜆(𝑥, 𝑦) = 0 for all 𝜆 ∈ (0,∞);
(ii) 𝑤𝜆(𝑥, 𝑦) = 𝑤𝜆(𝑦, 𝑥) for all 𝜆 ∈ (0,∞); (iii) 𝑤𝜆+𝜇(𝑥, 𝑦) ≤ 𝑤𝜆(𝑥, 𝑧) + 𝑤𝜇(𝑧, 𝑦)
for all 𝜆, 𝜇 ∈ (0,∞). If, in place of (i), we have only 𝑤𝜆(𝑥, 𝑥) = 0 for all
𝜆 ∈ (0,∞), then 𝑤 is said to be a pseudomodular on 𝑋, and if (i) is supplemented
by 𝑤𝜆(𝑥, 𝑦) ̸= 0 for all 𝜆 > 0 and 𝑥, 𝑦 ∈ 𝑋, 𝑥 ̸= 𝑦, then the modular 𝑤 is called
strict. The (pseudo)modular 𝑤 is said to be convex if (iii) above is replaced by

(iv) 𝑤𝜆+𝜇(𝑥, 𝑦) ≤ 𝜆

𝜆+ 𝜇
𝑤𝜆(𝑥, 𝑧) +

𝜇

𝜆+ 𝜇
𝑤𝜇(𝑧, 𝑦) for all 𝜆, 𝜇 ∈ (0,∞).

If 𝑤 is a (pseudo)modular on 𝑋, then the function 𝜆 ↦→ 𝑤𝜆(𝑥, 𝑦), mapping
(0,∞) into [0,∞], is nonincreasing for all 𝑥, 𝑦 ∈ 𝑋 (cf. [3, 5]).

*This article was prepared within the framework of the Academic Fund Program at the
National Research University Higher School of Economics (HSE) in 2017–2018 (grant no. 17-
01-0050) and by the Russian Academic Excellence Project ”5–100”.
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2. Examples. Suppose 𝑋 is a metric space with metric 𝑑 (below 𝑥, 𝑦 ∈ 𝑋).
(a) Given 𝑝 ∈ (0,∞), 𝑤𝜆(𝑥, 𝑦) = 𝑑(𝑥, 𝑦)/𝜆𝑝 and 𝑤𝜆(𝑥, 𝑦) = (𝑑(𝑥, 𝑦)/𝜆)𝑝 are

strict modulars on 𝑋, which are convex for 𝑝 ≥ 1.
(b) If 𝑤𝜆(𝑥, 𝑦) =∞ for 0 < 𝜆 < 𝑑(𝑥, 𝑦) and 𝑤𝜆(𝑥, 𝑦) = 0 for 𝜆 ≥ 𝑑(𝑥, 𝑦), then

𝑤 = {𝑤𝜆}𝜆>0 is a nonstrict convex modular on 𝑋.
3. A (pseudo)modular 𝑤 on 𝑋 gives rise to three equivalence relations on 𝑋:

(a) 𝑥
*∼ 𝑦 if there is 𝜆 = 𝜆(𝑥, 𝑦) ∈ (0,∞) such that 𝑤𝜆(𝑥, 𝑦) <∞;

(b) 𝑥
0∼ 𝑦 if 𝑤𝜆(𝑥, 𝑦)→ 0 as 𝜆→∞;

(c) 𝑥
fin∼ 𝑦 if 𝑤𝜆(𝑥, 𝑦) <∞ for all 𝜆 ∈ (0,∞).

For a fixed element 𝑥∘ ∈ 𝑋, we denote by 𝑋*
𝑤, 𝑋0

𝑤 and 𝑋fin
𝑤 the equivalence

classes of 𝑥∘ with respect to relations (a), (b) and (c), respectively, and call
them modular spaces. If these spaces consist of functions, we call them modular
functional spaces. Clearly, 𝑋0

𝑤 ⊂ 𝑋*
𝑤 and 𝑋fin

𝑤 ⊂ 𝑋*
𝑤, and if 𝑤 is convex, then

𝑋0
𝑤 = 𝑋*

𝑤. Modular spaces are metrizable by infinitely many ‘natural’ metrics [5]
(in contrast with the classical theory of modulars on linear spaces [6, 7] where,
due to its limitations, only a few ‘natural’ norms and 𝐹 -norms are known).

4. Modular sequence spaces. Let (𝑀,𝑑) be a metric space with metric 𝑑 and
𝑋 = 𝑀N be the set of all sequences in 𝑀 . If 𝑥 ∈ 𝑋, we set as usual 𝑥 = {𝑥𝑛}
with 𝑥𝑛 ∈𝑀 for all 𝑛 ∈ N. For 𝑥∘ = {𝑥∘𝑛} ∈ 𝑋, we write

𝑥 ∈ 𝑐(𝑥∘) if lim
𝑛→∞

𝑑(𝑥𝑛, 𝑥
∘
𝑛) = 0, and 𝑥 ∈ ℓ∞(𝑥∘) if sup

𝑛∈N
𝑑(𝑥𝑛, 𝑥

∘
𝑛) <∞.

Consider the strict nonconvex (continuous in 𝜆) modular on 𝑋 defined by

𝑤𝜆(𝑥, 𝑦) = sup
𝑛∈N

(︂
𝑑(𝑥𝑛, 𝑦𝑛)

𝜆

)︂1/𝑛
, 𝜆 ∈ (0,∞), 𝑥 = {𝑥𝑛}, 𝑦 = {𝑦𝑛} ∈ 𝑋.

Theorem 1. (a) 𝑋0
𝑤 ⊂ 𝑐(𝑥∘) ⊂ ℓ∞(𝑥∘) ⊂ 𝑋*

𝑤 = 𝑋fin
𝑤 (with strict inclusions);

(b) 𝑥 ∈ 𝑋0
𝑤 if and only if lim𝑛→∞(𝑑(𝑥𝑛, 𝑥

∘
𝑛))1/𝑛 = 0 if and only if the

sequence {𝜆𝑛𝑑(𝑥𝑛, 𝑥
∘
𝑛)}∞𝑛=1 is bounded in R for all 𝜆 ∈ (0,∞);

(c) 𝑥 ∈ 𝑋*
𝑤 if and only if sup𝑛∈N(𝑑(𝑥𝑛, 𝑥

∘
𝑛))1/𝑛 < ∞ if and only if the

sequence {𝜆𝑛𝑑(𝑥𝑛, 𝑥
∘
𝑛)}∞𝑛=1 is bounded in R for some 𝜆 ∈ (0,∞).

In the next two sections, we assume that 𝐼 = [𝑎, 𝑏] is a closed interval in R,
(𝑀,𝑑) is a metric space with metric 𝑑 and 𝑋 = 𝑀 𝐼 is the set of all functions
𝑥 : 𝐼 → 𝑀 mapping 𝐼 into 𝑀 . For 𝐼𝑖 = [𝑎𝑖, 𝑏𝑖] ⊂ 𝐼, we set |𝐼𝑖| = 𝑏𝑖 − 𝑎𝑖, and,
given 𝑛 ∈ N, denote by {𝐼𝑖}𝑛1 ≺ 𝐼 a non-ordered collection of 𝑛 nonoverlapping
intervals 𝐼𝑖 ⊂ 𝐼, 𝑖 = 1, . . . , 𝑛. The joint increment of two functions 𝑥, 𝑦 ∈ 𝑋 on
the interval 𝐼𝑖 = [𝑎𝑖, 𝑏𝑖] ⊂ 𝐼 is the quantity

|(𝑥, 𝑦)(𝐼𝑖)|𝑑 = sup
𝑢∈𝑀

⃒⃒
𝑑(𝑥(𝑏𝑖), 𝑢) + 𝑑(𝑦(𝑎𝑖), 𝑢)− 𝑑(𝑥(𝑎𝑖), 𝑢)− 𝑑(𝑦(𝑏𝑖), 𝑢)

⃒⃒
.
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Note that the function (𝑥, 𝑦) ↦→ |(𝑥, 𝑦)(𝐼𝑖)|𝑑 is a pseudometric on 𝑋.
5. AC and BV functions. The classical subspaces of 𝑋 of absolutely contin-

uous (AC, for short) functions and functions of bounded Jordan variation (BV,
for short) are introduced as follows:

(a) 𝑥 ∈ AC(𝐼;𝑀) if ∀ 𝜀 > 0 ∃ 𝛿(𝜀) > 0 such that
∑︀𝑛
𝑖=1 𝑑(𝑥(𝑎𝑖), 𝑥(𝑏𝑖)) < 𝜀 for

all 𝑛 ∈ N and {𝐼𝑖}𝑛1 ≺ 𝐼 (with 𝐼𝑖 = [𝑎𝑖, 𝑏𝑖]) such that
∑︀𝑛
𝑖=1 |𝐼𝑖| < 𝛿(𝜀);

(b) 𝑥 ∈ BV(𝐼;𝑀) if ∃𝐶 ≥ 0 such that
∑︀𝑛
𝑖=1 𝑑(𝑥(𝑡𝑖), 𝑥(𝑡𝑖−1)) ≤ 𝐶 for all

𝑛 ∈ N and all partitions 𝑎 = 𝑡0 < 𝑡1 < 𝑡2 < · · · < 𝑡𝑛−1 < 𝑡𝑛 = 𝑏 of 𝐼 = [𝑎, 𝑏].
Now, we introduce a nonconvex pseudomodular on 𝑋 by

𝑤𝜆(𝑥, 𝑦)=sup

{︂ 𝑛∑︁
𝑖=1

|(𝑥, 𝑦)(𝐼𝑖)|𝑑 : 𝑛 ∈ N and {𝐼𝑖}𝑛1 ≺𝐼 such that 𝜆

𝑛∑︁
𝑖=1

|𝐼𝑖|<1

}︂
for all 𝜆 ∈ (0,∞) and 𝑥, 𝑦 ∈ 𝑋. If 𝑥∘ ∈ 𝑋 is a constant function, we have:

Theorem 2. 𝑋0
𝑤 = AC(𝐼;𝑀) ⊂ 𝑋*

𝑤 = 𝑋fin
𝑤 = BV(𝐼;𝑀).

6. Bounded and regulated functions. Classically, a function 𝑥 ∈ 𝑋 is bounded
(in symbols, 𝑥 ∈ B(𝐼;𝑀)) if its oscillation sup𝑠,𝑡∈𝐼 𝑑(𝑥(𝑠), 𝑥(𝑡)) is finite, and
𝑥 ∈ 𝑋 is said to be regulated (in symbols, 𝑥 ∈ Reg(𝐼;𝑀)) if

lim
𝑠,𝑡→𝜏−0

𝑑(𝑥(𝑠), 𝑥(𝑡)) = 0 at each point 𝑎 < 𝜏 ≤ 𝑏 and

lim
𝑠,𝑡→𝜏 ′+0

𝑑(𝑥(𝑠), 𝑥(𝑡)) = 0 at each point 𝑎 ≤ 𝜏 ′ < 𝑏

(if (𝑀,𝑑) is a complete metric space, this is equivalent to the existence of one-
sided limits 𝑥(𝜏 − 0) ∈𝑀 and 𝑥(𝜏 ′ + 0) ∈𝑀 , respectively).

Now, given 𝜆 ∈ (0,∞) and 𝑥, 𝑦 ∈ 𝑋, we set

𝑤𝜆(𝑥, 𝑦) = sup
{︁
𝑛 ∈ N : ∃ {𝐼𝑖}𝑛1 ≺ 𝐼 such that min

1≤𝑖≤𝑛
|(𝑥, 𝑦)(𝐼𝑖)|𝑑 > 𝜆

}︁
with sup∅ = 0. The family 𝑤 = {𝑤𝜆}𝜆>0 is a nonstrict nonconvex pseudomod-
ular on 𝑋, for which the function 𝜆 ↦→ 𝑤𝜆(𝑥, 𝑦) is continuous from the right on
(0,∞) for all 𝑥, 𝑦 ∈ 𝑋. If 𝑥∘ ∈ 𝑋 is a constant function, we have:

Theorem 3. 𝑋fin
𝑤 = Reg(𝐼;𝑀) ⊂ 𝑋*

𝑤 = 𝑋0
𝑤 = B(𝐼;𝑀).

It is to be noted that the last pseudomodular 𝑤 is useful for obtaining a pow-
erful and the most general pointwise selection principle for sequences {𝑥𝑛} ⊂𝑀 𝐼 .
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The notion of rough dynamical system was introduced by A. A. Andronov and
L. S. Pontryagin for the case of differentiable vector fields on a two-dimensional
disk, which has no tangency with the boundary, in paper [1]. The necessary
and sufficient conditions for such a field to be rough were also found in this
paper. Later on such notion was defined for more general vector fields and for
some objects of another nature and gets the name structural stability (see, for
example, [2, 3, 5, 6, 8, 9, 12]).

For control system (and dynamic inequality) the notion of structural stability
is the same as for vector fields, just under the trajectory of a point one needs to
consider the union of the positive and negative orbits of this point. In this case,
the analogue of singular point of vector field is a local transitivity zone, which
is the union of all points having local transitivity property (a system has local
transitivity property at a point if for any neighborhood of this point there exist

*The work is done under partial financial support by the RFBR under project No. 19-51-
50005 JR a and by Ministry of Education and Science of the Russian Federation under the
project 1.638.2016/FPM.
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time 𝑇 > 0 and another neighborhood of the point such that any two points
from the second neighborhood are attainable from one another for a time less
than 𝑇 and along the admissible trajectory lying in the first neighborhood). The
role of closed trajectory plays nonlocal transitivity zone, which coincides with
intersection of the positive and negative orbits of each of its points. A generic
smooth control system on two-dimensional sphere (or a closed orientable surface)
is structurally stable [5, 6]. Note that for control systems this stability includes
also the stability of both local transitivity properties and the nonlocal ones [4].
Some property of objects we call generic if it takes place for open everywhere
dense subset in the space of objects endowed by an appropriate topology. Here
we deal with smooth of sufficiently smooth fine Whitney topology.

The problem to analyze the orbits of smooth dynamical inequalities with lo-
cally bounded derivatives was posed by A. D. Myshkis in [11]. Such an inequality
is defined by a smooth real function on the tangent bundle to the manifold, in
each fiber of which the set of admissible velocities (in which the value of this func-
tion is non-positive) is bounded. Such an inequality could have regions with no
any admissible velocities at all and the ones, in which the motion with velocities
of limiting directions does not satisfy the conditions of existence and uniqueness
theorem of the integral curve. For example, there could appear sliding motion
that can not be eliminated by a small perturbation of the inequality under con-
sideration [7]. This makes the problem of the structural stability for generic
dynamic inequalities on surfaces much more complicated than for control sys-
tems. Note, that for three dimensional control systems or dynamic inequalities
the property of structural stability is not generic.

The stability of the local controllability properties for a generic dynamic in-
equalities on surfaces was proved in [7].

Admissible velocities of a smooth simplest dynamic inequality on any Rie-
mannian manifold are determined by the sum of the smooth vector field (=drift)
and the velocities modulo not exceeding

√
𝑓 with some smooth function 𝑓. For

example, on the plane with coordinates 𝑥, 𝑦 such an inequality looks as

(�̇�− 𝑎(𝑥, 𝑦))2 + (�̇� − 𝑏(𝑥, 𝑦))2 ≤ 𝑓(𝑥, 𝑦),

where (𝑎, 𝑏) is the drift and 𝑓 characterizes own capacities to move for the object
under control.

We show that the problem of structural stability of generic dynamic inequal-
ity with locally bounded derivatives on two-dimensional sphere is equivalent to
such a problem on the plane when near the infinity the inequality either has
local transitivity property or has no any admissible velocities at all. This result
together with the ones from [9] implies the structural stability of generic smooth
simplest dynamic inequalities on two-dimensional sphere.
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Deformations of polygaskets
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Let 𝑃 ⊂ R2 be a finite polygon homeomorphic to a disk, 𝒱𝑃 = {𝐴1, . . . , 𝐴𝑛𝑃 }
be the set of its vertices. We consider a system of similarities 𝒮 = {𝑆1, . . . , 𝑆𝑚}
in R2 such that:
(D1) for any 𝑖 ∈ 𝐼 set 𝑃𝑖 = 𝑆𝑖(𝑃 ) ⊂ 𝑃 ;
(D2) for any 𝑖 ̸= 𝑗, 𝑖, 𝑗 ∈ 𝐼, 𝑃𝑖

⋂︀
𝑃𝑗 = 𝒱𝑃𝑖

⋂︀
𝒱𝑃𝑗 and #(𝒱𝑃𝑖

⋂︀
𝒱𝑃𝑗 ) < 2;

(D3) 𝒱𝑃 ⊂
⋃︀
𝑖∈𝐼

𝑆𝑖(𝒱𝑃 ).

Following R. Strichartz, the system 𝒮 will be called a 𝑃 -polygasket if it sat-
isfies the conditions (D1–D3), and a generalized 𝑃 -polygasket, if it satisfies the
conditions (D2, D3) only.

Let 𝒮 be a generalized 𝑃 -polygasket. The vertex 𝐴 ⊂ 𝒱𝑃 is called a cyclic
vertex, if there is such multiindex i = 𝑖1𝑖2 . . . 𝑖𝑘, that 𝑆i(𝐴) = 𝐴. Let 𝐴 be a
cyclic vertex and 𝛾𝐴𝐵 be its invariant arc and 𝑆i(𝐴) = 𝐴. Let 𝐵′ = 𝑆i(𝐵). We
denote by 𝛼 the total change of argument of 𝑧 − 𝐴 when 𝑧 travels along 𝛾𝐴𝐵
from 𝐵 to 𝐵′. This gives unique representation 𝑆i(𝑧) = 𝑞i𝑒

𝑖𝛼(𝑧 − 𝐴) + 𝐴. The
number 𝜆𝐴 = 𝛼

ln 𝑟 is called the parameter of the cyclic vertex 𝐴. Generalized 𝑃 -
polygasket 𝒮 satisfies the parameter matching condition, if for any 𝐵 ∈ ∪𝑚𝑖=1𝒱𝑃𝑖
and for any cyclic vertices 𝐴,𝐴′ such that for some i, j ∈ 𝐼*, 𝑆i(𝐴) = 𝑆j(𝐴

′) = 𝐵,
the equality 𝜆𝐴 = 𝜆𝐴′ holds.

A generalized 𝑃 ′-polygasket 𝒮 ′ = {𝑆′
1, . . . , 𝑆

′
𝑚} is called a 𝛿-deformation of a

𝑃 -polygasket 𝒮 = {𝑆1, . . . , 𝑆𝑚}, if there is a bijection 𝑓 :
⋃︀𝑚
𝑘=1 𝒱𝑃𝑘 →

⋃︀𝑚
𝑘=1 𝒱𝑃 ′

𝑘
,

such that
a) 𝑓 |𝒱𝑃 extends to a homeomorphism 𝑓 : 𝑃 → 𝑃 ′;
b) |𝑓(𝑥)− 𝑥| < 𝛿 for any 𝑥 ∈

⋃︀𝑚
𝑘=1 𝒱𝑃𝑘 ;

c) 𝑓(𝑆𝑘(𝑥)) = 𝑆′
𝑘(𝑓(𝑥)) for any 𝑘 ∈ 𝐼 and 𝑥 ∈ 𝒱𝑃 .

Our main result is the following

Theorem. Let 𝒮 be a 𝑃 -polygasket. There is such 𝛿 > 0 that for any 𝛿-
deformation 𝒮 ′ of the system 𝒮, satisfying parameter matching condition, the
attractor 𝐾(𝒮 ′) is homeomorphic to 𝐾(𝒮).
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Condenser capacities and symmetrization
in geometric function theory

Vladimir Dubinin

Far Eastern Federal University

email: dubinin@iam.dvo.ru

The present talk will discuss the evolution of the Hayman’s symmetrization
approach in several areas. First, we will give a brief survey of results involving the
Schwarzian derivative and depending on the geometry of the image of a domain
under a holomorphic map [1]. The author’s results obtained previously by using
the theory of condenser capacity and symmetrization constitute the core of the
talk [2]. Inequalities for univalent and multivalent holomorphic functions are con-
sidered both at the interior and the boundary points of the domain of definition.
Second, we will give a definition of a new version of the circular symmetrization
of condensers on the Riemann surfaces [3]. One theorem about the behavior
of a condenser capacity under symmetrization will be formulated and some its
applications to multivalent functions of certain classes will be considered [4, 5].
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The equality of capacity and modulus of condenser
in some Banach function spaces
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Let (𝑅,𝜇) be a metric measure space with Radon measure 𝜇. Define a Banach
function space 𝑋 on (𝑅,𝜇) as in [1, 1.1]. The norm on 𝑋 is denoted by ‖ · ‖𝑋 .

We shall say that 𝑋 has an absolutely continuous norm if for any 𝜌 ∈ 𝑋 and

for any sequence of sets 𝐸𝑛, 𝜇
(︁ ∞⋂︀
𝑚=1

∞⋃︀
𝑛=𝑚

𝐸𝑛

)︁
= 0, the sequence ‖𝜌𝜒𝐸𝑛‖𝑋 → 0,

𝑛→∞.
Next we define a modulus of family of paths (see [2]).
The path is the non-constant continuous Lipschitz map 𝛾 from interval (𝑎, 𝑏)

or segment [𝑎, 𝑏] in 𝑅. Let 𝛾 be parametrized by its arclength 𝑠 ∈ 𝑆. Define for
𝜌 ∈ 𝑋

∫︀
𝛾

𝜌 𝑑𝑠 =
∫︀
𝑆

𝜌(𝛾(𝑠)) 𝑑𝑠.

Let Γ be a family of locally rectifiable paths in 𝑅. The modulus of this family
is 𝑀(Γ) = inf ‖𝜌‖𝑋 where the infimum is taken over all nonnegative 𝜌 ∈ 𝑋 such
that

∫︀
𝛾

𝜌 𝑑𝑠 ≥ 1 for all 𝛾 ∈ Γ.

Let 𝐺 be an open bounded set in 𝑅; 𝐸0, 𝐸1 are disjoint compacts in �̄�. The
triple of sets (𝐸0, 𝐸1, 𝐺) is called a condenser. The function 𝜌 ∈ 𝑋 is called the
upper gradient of real-valued function 𝑢 on 𝐺 if for any 𝑥, 𝑦 ∈ 𝐺 and any path 𝛾
joining 𝑥 and 𝑦 in 𝐺 we have |𝑢(𝑥)− 𝑢(𝑦)| ≤

∫︀
𝛾

𝜌 𝑑𝑠.

The capacity of condenser is defined as 𝐶𝑎𝑝(𝐸0, 𝐸1, 𝐺) = inf ‖𝜌‖𝑋 where the
infimum is taken over all upper gradients of all real-valued functions 𝑢 such that
𝑢 = 𝑖 on intersection of some neighbourhood of 𝐸𝑖 with 𝐺, 𝑖 = 0, 1. Note that
this definition is somewhat different from that given in [3, chapter 7].

The modulus of paths joining 𝐸0 and 𝐸1 in𝐺 we call the modulus of condenser
(𝐸0, 𝐸1, 𝐺) and denote by 𝑀(𝐸0, 𝐸1, 𝐺).

Also we suppose that the Hardy-Littlewood maximal operator 𝑀 : 𝑋 → 𝑋
is bounded. The boundedness of this operator was researched in many papers.
For example, the easily verified conditions on rearrangement-invariant spaces
are in [4]. In particular, such spaces are Lorentz spaces 𝐿𝑝,𝑞 and some Orlicz
spaces [1]. It is proved the generalization of modulus and capacity equality in [5]
to a Banach function spaces:

Theorem. Let X be a Banach function space with absolutely continuous norm,
maximal operator 𝑀 : 𝑋 → 𝑋 is bounded and (𝐸0, 𝐸1, 𝐺) is condenser on 𝑋.
Then 𝐶𝑎𝑝(𝐸0, 𝐸1, 𝐺) <∞ and 𝑀(𝐸0, 𝐸1, 𝐺) = 𝐶𝑎𝑝(𝐸0, 𝐸1, 𝐺).
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Corollary. Under the conditions of the above theorem, the modulus of condenser
is continuous, i. e. for any sequence of sets 𝐸𝑖𝑛 ↓ 𝐸𝑖, 𝐸𝑖𝑛 ⊂ �̄�, 𝑖 = 0, 1, we have
𝑀(𝐸0𝑛, 𝐸1𝑛, 𝐺)→𝑀(𝐸0, 𝐸1, 𝐺) as 𝑛→∞.
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We consider polyhedra that are realized with right, 𝜋/2, dihedral angles in
a three-dimensional space of constant negative curvature 𝐻3, also known as a
hyperbolic space or Lobachevsky space. Moreover, we consider only two types of
of such polyhedra: compact - those for which all vertices are finite, ideal - those for
which all vertices lie on the absolute of the Lobachevsky space. The conditions on
the combinatorics of such polyhedra can be obtained from Andreev’s theorem [1].

With a certain accuracy, we calculated volumes of more than 40 thousand
compact and 100 thousand ideal polyhedra, which significantly expands the re-
sults of work [2]. We formulated hypotheses about polyhedra with maximum
and minimum volume for a fixed number of faces. We improved Atkinson’s up-
per bounds [3] on the volume of rectangular hyperbolic polyhedra, additionally
considering the size of the faces in the polyhedron.
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Maximal cones in vector spaces
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In what follows, 𝑋 is a vector space over R. A cone is a nonempty set
𝐾 ⊂ 𝑋 that is closed under linear combinations with positive coefficients and
contains at most one element of each pair 𝑥, −𝑥. Every cone 𝐾 ⊂ 𝑋 defines
the order relation 6𝐾 on 𝑋 by 𝑥 6𝐾 𝑦 ⇔ 𝑦 − 𝑥 ∈ 𝐾, which makes 𝑋 into
an ordered vector space. Conversely, if (𝑋,6) is an ordered vector space then
𝑋+ := {𝑥 ∈ 𝑋 : 𝑥 > 0} is a cone.

A cone is maximal whenever it cannot be enlarged to another cone. A cone
𝐾 ⊂ 𝑋 is maximal if and only if, for each 𝑥 ∈ 𝑋, either 𝑥 ∈ 𝐾 or −𝑥 ∈ 𝐾. The
latter is also equivalent to the fact that the corresponding order 6𝐾 is total, i. e.,
𝑥 6𝐾 𝑦 or 𝑦 6𝐾 𝑥 for all 𝑥, 𝑦 ∈ 𝑋.

A maximal cone 𝐾 is called basic if there exists a totally ordered Hamel
basis (𝐵,6) in 𝑋 such that 𝐾 =

{︀
𝑥 ∈ 𝑋∖{0} : 𝑥𝐵(min[𝑥𝐵 ]) > 0

}︀
∪ {0}, where

𝑥𝐵 : 𝐵 → R is the function of coefficients in the expansion 𝑥 =
∑︀
𝑏∈𝐵 𝑥𝐵(𝑏)𝑏 of 𝑥

via the basis 𝐵 and [𝑥𝐵 ] := {𝑏 ∈ 𝐵 : 𝑥𝐵(𝑏) ̸= 0} is the support of 𝑥𝐵 .
Let (𝑋,6) be a totally ordered vector space. Vectors 𝑥, 𝑦 ∈ 𝑋+∖{0} are

called Archimedean equivalent if 𝑥 6 𝛼𝑦 and 𝑦 6 𝛽𝑥 for some numbers 𝛼, 𝛽 > 0.
Call a set 𝐷 ⊂ 𝑋 discrete if 𝐷 is constituted by pairwise nonequivalent vectors.
The Archimedean equivalence classes are ordered as follows: [𝑥] < [𝑦] whenever
𝑥 < 𝛼𝑦 for all 𝛼 > 0.

The results presented below are proved in [1].

Theorem 1. A maximal cone 𝐾 ⊂ 𝑋 is dense in 𝑋 with respect to the strongest
locally convex topology if and only if the set of Archimedean equivalence classes
in (𝑋,6𝐾) has no least element.

Theorem 2. Let (𝑋,6) be a totally ordered vector space. The maximal cone
𝑋+ is basic if and only if there exists a discrete Hamel basis in 𝑋.

Theorem 3. All maximal cones in a vector space 𝑋 are basic if and only if the
dimension of 𝑋 is at most countable.
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We study the Killing equation on 𝑘-order symmetric Lorentzian manifolds.
Solutions of this equation form a Lie algebra called the algebra of Killing fields.
Our consideration is focused primarily on the dimension of the Lie algebra of
Killing fields. The Lorentzian manifolds we consider in this article are the gen-
eralized Cahen-Wallach spaces, which are convinient to use because of the coor-
dinate system they have.

Using this coordinates we describe the general solution of the Killing equation
on locally indecomposable second-order symmetric Lorentzian manifolds, which
are generalized Cahen-Wallach spaces, as was proved by A.S. Galaev and D.V.
Alekseevsky [1,2]. Finally, we give explicit description of all possible dimensions
of the algebra of Killing fields on second-order symmetric Lorentzian manifolds
of small dimensions.
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In [1, 2], one of the possible approaches to the study of the problem of the
transfer of matter in a porous medium was successively developed. The physical
processes are described by a weakly coupled system of two parabolic equations.
One of them describes the macroscopic level (the medium as a whole), and the
other describes the microscopic level (processes occurring in a single pore). The

*The reported study was funded by RFBR according to the research project No. 18-31-00089.
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porous medium itself is modeled as the set 𝑉 (macro level) and the distribution of
domains {𝑌𝑣}𝑣∈𝑉 (micro level). As a solution space, 𝐿𝑝(𝑉,𝑊 1,𝑟(𝑌𝑣)) is chosen,
i.e. the space of functions defined on 𝑉 and valued in the family of spaces
𝑊 1,𝑟(𝑌𝑣) (a special case of the 𝐿𝑝-direct integral of Banach spaces). We study
the composition operator

𝐶𝜙 : 𝐿𝑝(𝑉,𝑊 1,𝑟(𝑌𝑣))→ 𝐿𝑞(𝑈,𝑊 1,𝑠(𝑋𝑢))

in spaces of such type, inducing by the mapping 𝜙(𝑢, 𝑥) = (𝜓(𝑢), 𝜉𝑢(𝑥)). If
conditions, under which the change of variables preserves space, is established, it
makes possible to study problems connected with the deformation of the initial
medium.

The composition operator on Lebesgue and Sobolev spaces was studied in
detail in the works of S. K. Vodopyanov and A. D. Ukhlov (for example, [3, 4]).
A similar problem on mixed norm Lebesgue spaces is considered in [5].

The main result is the following

Theorem. Suppose that the mapping 𝜓 : 𝑈 → 𝑉 has approximative partial
derivatives on 𝑈 . Operator 𝐶𝜙 : 𝐿𝑝(𝑉,𝑊 1,𝑟(𝑌𝑣)) → 𝐿𝑞(𝑈,𝑊 1,𝑠(𝑋𝑢)), 𝑝 ≥ 𝑞,
𝑟 ≥ 𝑠 is bounded if and only if distortion function

𝒦(𝑣) =

(︃ ∑︁
𝑢∈𝜓−1(𝑣)∖Σ𝜓

‖ℋ𝑢‖𝑞
𝐿

𝑟𝑠
𝑟−𝑠 (𝑌𝜓(𝑢))

|𝐽𝜓(𝑢)|

)︃ 1
𝑞

belongs to 𝐿
𝑝𝑞
𝑝−𝑞 (𝑉 ). Here ℋ𝑢 is a family of another distortion functions con-

nected with mappings 𝜉𝑢 : 𝑋𝑢 → 𝑌𝜓(𝑢). The norm of the operator 𝐶𝜙 is equivalent
to ‖𝒦‖

𝐿
𝑝𝑞
𝑝−𝑞 (𝑉 )

.
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In 1890, Stieltjes in a letter to Hermite formulated two questions: first, are
there two distinct polynomials 𝑃𝑛 and 𝑃𝑚 that have a nontrivial common root?

and second, are 𝑃𝑛(𝑥) for even 𝑛 and 𝑃𝑛(𝑥)
𝑥 for odd 𝑛 irreducible? To the best

of my knowledge, both questions remain open. The irreducibility over rational
numbers was proved in many particular cases (see [3] and references in this paper).
The factorization of real harmonic polynomials is obviously connected with their
nodal sets (i. e., the set of zeroes). It is proved in the paper [5] by Logunov
and Malinnikova that the ratio of harmonic functions whose nodal sets are equal
extends to a real analytic function and that a kind of the Harnack principle
holds for any pair of such functions. Thus the property that an infinite family of
linearly independent harmonic functions vanish on a given hypersurface is very
restrictive. It was not known for a long time if this can be true for a nontrivial
round cone in R𝑛. In [4, Example 4.3], an example of such a cone in R4 was
given. However, for R3 the problem is not resolved. In [1], Agranovsky stated
a question on the stronger property of the cone 𝑃2(𝑥, 𝑦, 𝑧) = 𝑥2 + 𝑦2 − 2𝑧2 = 0:
does there exist a harmonic homogeneous polynomial of degree greater than 5
which is divisible by 𝑃2? The answer is unknown. The results of the paper [6]
by Mangoubi and Weller Weiser clarify the situation. The quadratic factors of
harmonic polynomials are described in [2] in terms of polynomial solutions to a
Fuchsian ordinary differential equation and in terms of solutions to a system of
algebraic equations.

The talk concerns a family of harmonic polynomials which admit factorization
by linear and quadratic polynomials and some related results. Let ℋ𝑛 be the
space of homogeneous of degree 𝑛 complex valued harmonic polynomials on R3.
The restriction ℋ𝑛 onto the unit sphere 𝑆2 is the eigenspace of the Laplace–
Beltrami operator on 𝑆2 for the eigenvalue 𝑛(𝑛 + 1), dimℋ𝑛 = 2𝑛 + 1. Let
𝑜 = (0, 0, 1) be the base point in 𝑆2 and 𝑇𝑜 be its stable subgroup in SO(3).
The eigenfunctions of 𝑇𝑜 in ℋ𝑛 have the form 𝜁𝑛−𝑘𝑝𝑛,𝑘 or 𝜁𝑛−𝑘𝑝𝑛,𝑘, where 𝜁 =
𝑥 + 𝑦𝑖, 𝜁 = 𝑥 − 𝑦𝑖, and 𝑝𝑛,𝑘 is a real 𝑇𝑜-invariant polynomial of degree 𝑘. The
polynomials 𝑝𝑛,𝑘 depend only on 𝜁𝜁 = 𝑥2+𝑦2 and 𝑧. They are either even or odd
and are closely related to the associated Legendre functions 𝑃𝑚𝑛 . We consider
factorization of 𝑝𝑛,4 and

𝑝𝑛,5
𝑧 over Q. The problem may be stated as follows:
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when the polynomials

𝜁𝑛−2𝑝𝑛+2,4 = (𝑥+ 𝑦𝑖)𝑛−2(𝑥2 + 𝑦2 −𝐴𝑛𝑧2)(𝑥2 + 𝑦2 −𝐵𝑛𝑧2),

𝜁𝑛−2𝑝𝑛+3,5 = (𝑥+ 𝑦𝑖)𝑛−2𝑧(𝑥2 + 𝑦2 − 𝐶𝑛𝑧2)(𝑥2 + 𝑦2 −𝐷𝑛𝑧
2)

are harmonic for rational 𝐴𝑛, 𝐵𝑛, 𝐶𝑛, 𝐷𝑛? It reduces to the Diophantine equa-
tions 2𝑛2 + 𝑛 = 3𝑚2 and 2𝑛2 + 3𝑛 = 5𝑚2, respectively. In the first case we
have the sequences 𝑛𝑘 and 𝑎𝑘 in N such that the setting 𝑛 = 𝑛𝑘, 𝐴𝑛𝑘 = 𝑎𝑘,
and 𝐵𝑛𝑘 = 𝑎𝑘+1 makes the polynomial harmonic and there is no other harmonic
polynomial 𝜁𝑛−2𝑝𝑛+2,4. Thus the consecutive harmonic polynomials of this type
have a common quadratic factor. The sequences 𝑛𝑘, 𝑎𝑘 can be defined by the
generating functions

𝐺𝑛(𝑡) = 1+𝑡
(1−𝑡)(1−10𝑡+𝑡2) ,

𝐺𝑎(𝑡) = 4𝑡
(1−𝑡)(1−10𝑡+𝑡2) ,

respectively. In the second case the answer is more complicated but it is similar
to that of the first.
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Let F be a smooth foliation with compact leaves of a Euclidean space ℰ . It
have the semigroup property (SP for short) if the family of the convex hulls ̂︀𝐹
of its leaves 𝐹 is a semigroup with respect to the Minkowski addition. Our aim
is to clarify connection between SP and the metric properties of the leaves. The
volumes of ̂︀𝐹 and their mixed volumes are among the most important metric
quantities.

In all examples of foliations with SP which we know, there is a linear subspace
𝒜 of ℰ , a Coxeter group 𝑊 acting in it, and a simplicial cone 𝐶 such that every
leaf has the unique common point with 𝐶. The correspondence between this
point and its leaf defines the isomorphism between 𝐶 and the semigroup of the
convex hulls. Furthermore, the restriction of the function 𝑉 (𝑝) = Vol( ̂︀𝐹𝑝) to 𝐶
is a polynomial.

It is proved in [1] that SP holds for the family F𝐺 of orbits of a compact
connected linear Lie group 𝐺 ⊆ SO(ℰ) if and only if 𝐺 is polar. Then it is
isometric to the orbit foliation of the isotropy representation of a Riemannian
symmetric space. We say that these foliations are homogeneous.

A foliation F is called isoparametric if its normal bundle is flat and the second
fundamental form has constant eigenvalues along any local parallel normal vector
field. The space 𝒜 can be the normal space 𝑁𝑝 to a principal leaf 𝐹 at every
its point 𝑝. Then the stable subgroup of 𝑁𝑝 in the holonomy group of the
normal bundle of 𝐹 is the Coxeter group 𝑊 and SP holds for these foliations
due to Terng’s convexity theorem which can be stated as follows: the orthogonal
projection of the leaf 𝐹 onto 𝑁𝑝 is a convex polytope that is the convex hull of
the set 𝐹 ∩𝑁𝑝 which is finite.

The codimension of a principal leaf of F is called the rank of F. By Thor-
bergsson’s theorem (see [3]), F is homogeneous if rank (F) ≥ 3. However, the
non-homogeneous isoparametric foliations of ranks 1 and 2 exist. The case of
hypersurfaces is trivial. We compute all possible functions 𝑉 (𝑝) in the case of
rank 2 and prove some their properties in general setting. For example, in the
case of the adjoint representation of SU(3) we have the following formula for the
volume in the basis of fundamental weights:

𝑠8 + 16𝑠7𝑡+ 112𝑠6𝑡2 + 448𝑠5𝑡3 + 700𝑠4𝑡4 + 448𝑠3𝑡5 + 112𝑠2𝑡6 + 16𝑠𝑡7 + 𝑡8

10080
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The mixed volumes of convex hull of distinct leaves can be obtained by the
polarization of the polynomial 𝑉 (𝑝). According to SP, the coefficient at 𝑠𝑘𝑡8−𝑘

is equal to the multiplied by
(︀
8
𝑘

)︀
mixed volume of 𝑘 bodies ̂︀𝐹𝜛1 and 8− 𝑘 bodieŝ︀𝐹𝜛2

, where 𝜛1, 𝜛2 are the fundamental weights (see [4, 5.1.26]).
Due to BKK-theory we know the explicit formula for Bézout’s number (i.e.

the number of solutions) for systems of equations 𝑓𝑘 = 0 with matrix elements of
finite dimensional representations of a complex reductive Lie group. It involves
volumes and mixed volumes of the convex hulls of integral orbits of the coadjoint
representations (see [5]). We are grateful to Boris Kazarnovskǐı for making us
aware of this fact and for useful comments. These results were extended and
generalized in several directions but to the best of our knowledge the case of
isoparametric foliations is not covered yet.
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This work is devoted to applications of the geometric theory of composition
operators on Sobolev spaces to spectral problems of the 𝐴-divergent form elliptic
operators with the Neumann boundary condition:

𝐿𝐴 = −div[𝐴(𝑧)∇𝑓(𝑧)], 𝑧 = (𝑥, 𝑦) ∈ Ω,
𝜕𝑓

𝜕𝑛

⃒⃒⃒⃒
𝜕Ω

= 0, (1)

*Research is supported by RFBR Grand No. 18-31-00011.
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in quasiconformal regular domains Ω ⊂ C with 𝐴 ∈ 𝑀2×2(Ω). We denote, by
𝑀2×2(Ω), the class of all 2 × 2 symmetric matrix functions 𝐴(𝑧) = {𝑎𝑘𝑙(𝑧)},
det𝐴 = 1, with measurable entries satisfying the uniform ellipticity condition

1

𝐾
|𝜉|2 ≤ ⟨𝐴(𝑧)𝜉, 𝜉⟩ ≤ 𝐾|𝜉|2 a.e. in Ω, (2)

for every 𝜉 ∈ C, where 1 ≤ 𝐾 <∞.
Recall that a simply connected domain Ω ⊂ C is called an 𝐴-quasiconformal

𝛽-regular domain, 𝛽 > 1, if∫︁∫︁
D

|𝐽(𝑤,𝜙−1)|𝛽 𝑑𝑢𝑑𝑣 <∞,

where 𝜙 : Ω → D is an 𝐴-quasiconformal mapping [3]. Since (see, for exam-
ple, [1]) 𝐴-quasiconformal mappings 𝜙 : Ω → D are defined up to conformal
automorphisms of D, this definition doesn’t depend on a choice of 𝜙 and depends
on the quasihyperbolic geometry of Ω only. A class of quasiconformal regular
domains includes Lipschitz domains, Gehring domains and also some fractal do-
mains like snowflakes.

The suggested method is based on the connection between composition oper-
ators on Sobolev spaces and quasiconformal mappings, that refines (in the case
𝑛 = 2) results of [2]. As applications we obtain the solvability of the spectral
problem (1) and lower estimates of the first non-trivial Neumann eigenvalues in
𝐴-quasiconformal 𝛽-regular domains [3]:

Theorem. Let 𝐴 be a matrix satisfies the uniform ellipticity condition (2) and
Ω be an 𝐴-quasiconformal 𝛽-regular domain. Then the spectrum of the Neumann
divergence form elliptic operator 𝐿𝐴 in Ω is discrete, and can be written in the
form of a non-decreasing sequence:

0 = 𝜇0(𝐴,Ω) < 𝜇1(𝐴,Ω) ≤ 𝜇2(𝐴,Ω) ≤ . . . ≤ 𝜇𝑛(𝐴,Ω) ≤ . . . ,

and
1

𝜇1(𝐴,Ω)
≤ 4

𝛽
√
𝜋

(︂
2𝛽 − 1

𝛽 − 1

)︂ 2𝛽−1
𝛽
(︂∫︁∫︁

D

|𝐽(𝑤,𝜙−1)|𝛽 𝑑𝑢𝑑𝑣
)︂ 1
𝛽

,

where 𝐽(𝑤,𝜙−1) is a Jacobian of the quasiconformal mapping 𝜙−1 : D→ Ω.
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Estimates of operators on the cones of functions with
monotonicity properties and optimal embeddings

Mikhail L. Goldman, Elza Bakhtigareeva*

RUDN University
Steklov Mathematical Institute of Russian Academy of Sciences

email: seulydia@yandex.ru, bakhtigareeva-eg@rudn.ru

General properties are consider of operators acting from rearrangement in-
variant spaces into generalized Morrey-type spaces. We extract wide class of
operators that preserve non-negativity and monotonicity of functions and prove
two-sided estimates for their norms. As corollaries we obtain corresponding re-
sults for operators of embedding and for Hardy–Littlewood maximal operators.
For operators commuting with a shift operator the results are extended to the case
of global Morrey-type spaces. As an application of these approaches we establish
a criterion of the embedding for a weighted Lorentz space into a Morrey-type
space.
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Geometry of phase portrait of one
piecewise linear gene network model

Vladimir Golubyatnikov†

Sobolev institute of mathematics, Novosibirsk
email: vladimir.golubyatnikov1@fulbrightmail.org

We study the following piece-wise dynamical system constructed in [1]:

𝑑𝑋1

𝑑𝑡
= 𝐿1(𝑋4)−𝑋1;

𝑑𝑋2

𝑑𝑡
= Γ2(𝑋1)−𝑋2;

𝑑𝑋3

𝑑𝑡
= Γ3(𝑋2)−𝑋3;

𝑑𝑋4

𝑑𝑡
= Γ4(𝑋3)−𝑋4. (1)

*The work has been supported by the Russian Foundation for Basic Research (project No
18-51-06005) and the Russian Science Foundation (project No 19-11-00087).

†Supported by RFBR, project 18-01-00057.
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Here, Γ𝑖 are step-functions: Γ𝑖(𝑋𝑖−1) = 𝛼𝑖 > 0 for 0 ≤ 𝑋𝑖−1; Γ𝑖(𝑋𝑖−1) = −1
for 0 ≥ 𝑋𝑖−1 ≥ −1, 𝑖 = 2, 3, 4, and the step-function 𝐿1 is decreasing: 𝐿1(𝑋4) =
𝛼1 > 0 for −1 < 𝑋4 < 0, 𝐿1(𝑋4) = −1 for 0 ≤ 𝑋4. Decreasing function 𝐿1 and
increasing functions Γ𝑖 correspond to negative, respectively positive, feedbacks
in gene network described by the system (1).

Lemma. Trajectories of all points of 𝑄 := [−1, 𝛼1]×[−1, 𝛼2]×[−1, 𝛼3]×[−1, 𝛼4]
do not leave 𝑄 as 𝑡→∞.

The coordinate planes 𝑋𝑖 = 0 subdivide the domain 𝑄 to 16 blocks. We
enumerate them by binary multi-indices {𝜀1𝜀2𝜀3𝜀4}, where 𝜀𝑖 = 0, if 𝑋𝑖 < 0, and
𝜀𝑖 = 1, if 𝑋𝑖 > 0, see [2]. Here and below 𝑖 = 1, 2, 3, 4.

It was shown in [1] that the system (1) has a stable cycle 𝐶 which passes
through the blocks following the arrows of the State Transition Diagram:

{1111} −−−−→ {0111} −−−−→ {0011} −−−−→ {0001}⌃⎮⎮ ⎮⎮⌄
{1110} ←−−−− {1100} ←−−−− {1000} ←−−−− {0000}

(2)

Let 𝑊1 be the interior of the union of the blocks of (2). Trajectories of the points
of interiors of these blocks can pass to one adjacent block only, according to the
arrow. Hence, 𝑊1 is a positively invariant domain of the system (1). Denote by
𝑊3 the interior of the union of remaining 8 blocks, connected by the diagram

{1101} −−−−→ {0101} −−−−→ {0100} −−−−→ {0110}⌃⎮⎮ ⎮⎮⌄
{1001} ←−−−− {1011} ←−−−− {1010} ←−−−− {0010}

(3)

As above, the arrows show possible transitions of trajectories from block to block.

Remark. Trajectories of the points of interiors of blocks in (3) can pass to three
adjacent blocks. Diagrams (2) and (3), and passages from blocks of (3) to blocks
of (2) define an oriented graph on the 1-dimensional sceleton of 𝑄.

Let 𝐹0 = {1101} ∩ {0101}, 𝑋1 = 0; 𝐹1 = {0101} ∩ {0100}, 𝑋4 = 0;

𝐹2 = {0100} ∩ {0110}, 𝑋3 = 0; 𝐹3 = {0110} ∩ {0010}, 𝑋2 = 0;

𝐹4 = {0010} ∩ {1010}, 𝑋1 = 0; 𝐹5 = {1010} ∩ {1011}, 𝑋4 = 0;

𝐹6 = {1011} ∩ {1001}, 𝑋3 = 0; 𝐹7 = {1001} ∩ {1101}, 𝑋2 = 0;

be the common faces of adjacent bocks of the domain 𝑊3. Denote by

𝜙0 : 𝐹0 → 𝐹1, 𝜙1 : 𝐹1 → 𝐹2, . . . 𝜙𝑗 : 𝐹𝑗 → 𝐹𝑗+1, . . . 𝜙7 : 𝐹7 → 𝐹8 = 𝐹0
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the shifts of the points of interiors of these faces along their trajectories of the
system (1) in each of the blocks of the diagram (3), and let Φ : 𝐹0 → 𝐹0 be the
composition of these shifts.

Trajectories of some points of the faces 𝐹𝑗 intersect the faces of the blocks
listed in (2) and then remain in the interior of the invariant domain 𝑊1. So, we
assume that the mappings 𝜙𝑗 : 𝐹𝑗 → 𝐹𝑗+1 are defined on preimages of 𝐹𝑗+1.
Here and below 𝑗 = 0, 1, . . . , 7. In interior of each of the blocks {𝜀1𝜀2𝜀3𝜀4}, the
system (1) is solved explicitly.

Denote by 𝑂𝑦
(0)
1 𝑦

(0)
2 𝑦

(0)
3 the coordinate system in the plane 𝑋1 = 0 containing

the face 𝐹0 such that the positive octant of this coordinate system contains the

face 𝐹0, and the axes are enumerated as follows: 𝑦
(0)
1 = 𝑋2 > 0, 𝑦

(0)
2 = −𝑋3 > 0,

𝑦
(0)
3 = 𝑋4 > 0 in the interior of 𝐹0. Let 𝑃 (0) ∈ int𝐹0 be a point with coordinates

𝑦
(0)
1 , 𝑦

(0)
2 , 𝑦

(0)
3 . Simple calculations, see for example [3], show that the trajectory

𝑇 of the point 𝑃 (0) intersects the face 𝐹8 = 𝐹0 at the point

Φ(𝑃 (0)) =
𝑀𝑃 (0)

𝐻(𝑦01 , 𝑦
0
2 , 𝑦

0
3)
, (4)

where 𝐻 is a non-homogeneous linear function of coordinates of the point 𝑃 (0),
𝐻(𝐹0) > 0, and the inverse matrix 𝑀−1 of 𝑀 has strictly positive elements.
Hence, the matrix 𝑀 has a unit eigenvector 𝑒1 with positive coordinates, and its
corresponding eigenvalue 𝜆1 is positive.

The formula (4) describe projective transformations 𝐹0 → 𝐹0 defined on some
subset of the face 𝐹0, as it was remarked above. The rays in Φ−1(𝐹0) containing
the origin 𝑂 are mapped by Φ to the rays containing 𝑂.

Let ℓ be the ray codirectional with 𝑒1. After one round along the diagram
(3) trajectories of all points of ℓ return to ℓ and compose an invariant octahedral
surface 𝑆 with one vertex 𝑂. Let 𝜁 be a positive coordinate on the ray ℓ, then
the map Φ : ℓ→ ℓ is described by

Φ(𝜁) = 𝜆1𝜁 · (𝛽 +𝐷𝜁)−1, where 𝐷 > 0, and 𝛽 := 𝛼1𝛼2𝛼3𝛼4. (5)

Now, det𝑀 = 𝛽3, tr𝑀 = 3𝛽, and 𝑃 (𝜆) = 𝜆3−3𝛽𝜆2+𝐼2𝜆−𝛽3 is the characteristic
polynomial of the matrix 𝑀 . If all its eigenvalues are real then they coincide.

Direct calculations show that 𝐼2−3𝛽2 > 0 for all positive values of 𝛼𝑖. Hence,
𝑃 (𝜆) grows monotonically with 𝜆, so the equation 𝑃 (𝜆) = 0 has a unique real
root 𝜆1 in the interval (0, 𝛽). Thus, trajectories of all points of the surface 𝑆
follow the arrows of the diagram (3), but they are not periodic, they tend to 𝑂
as 𝑡→∞.

Theorem 1. Trajectories of all points of 𝑄 ∖ 𝑆 are attracted by the cycle 𝐶 of
the system (1).
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This theorem follows from properties of the matrices 𝑀𝑘 and 𝑀−𝑘 related to
iterations of the map Φ.

Considerations of the diagrams (2) and (3) on the boundary of 𝑄 imply:

Theorem 2. The cycle 𝐶 ⊂ 𝑊1 has a nontrivial link in 𝑄 with the surface 𝑆,
this configuration is reduced to the Hopf link.
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Isolation in the moduli space of Kleinian groups

Jianhua Gong*

United Arab Emirates University
email: j.gong@uaeu.ac.ae

Let Isom+(H3) be the set of orientation preserving hyperbolic isometries of
hyperbolic 3-space H3, a Kleinian group is a discrete and non-elementary sub-
group of Isom+(H3). It’s known that Isom+(H3) is topologically isomorphic to
both the group Möb

(︀
C
)︀

of orientation preserving Möbius transformations on the

Riemann sphere C and the projective special linear group PSL(2,C).
We define the triple complex parameters for each two-generator group ⟨𝑓, 𝑔⟩:

(𝛾(𝑓, 𝑔), 𝛽(𝑓), 𝛽(𝑔)) =
(︀
𝑡𝑟([𝑓, 𝑔])− 2, 𝑡𝑟2(𝑓)− 4, 𝑡𝑟2(𝑔)− 4

)︀
where [𝑓, 𝑔] is the commutator. Every two-generator group ⟨𝑓, 𝑔⟩ can be deter-
mined uniquely (up to conjugation) by its complex numbers with 𝛾(𝑓, 𝑔) ̸= 0.

*This is the joint work with Hala Alaqad and Gaven Martin, and this project is supported
by UAE University research grant UPAR G00002670.
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In this talk, we present our methods to produce universal constraints in the
moduli space of Kleinian groups and generate a number of precise inequalities for
Kleinian groups including Jørgensen’s famous inequality: Let ⟨𝑓, 𝑔⟩ be a Kleinian
group, then

|𝛾(𝑓, 𝑔)|+ |𝛽(𝑓)| ≥ 1.
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Distance functions between sets and theorems of
completeness in (𝑞1, 𝑞2)-quasimetric spaces

Alexander Greshnov*
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email: greshnov@math.nsc.ru

Let 𝑞1, 𝑞2 be positive numbers and 𝑋 any set. A function 𝜌 : 𝑋 ×𝑋 → R+

satisfying the identity axiom is called a (𝑞1, 𝑞2)-quasimetric [1] if the following
(𝑞1, 𝑞2)-generalized triangle inequality holds:

𝜌(𝑥, 𝑦) ≤ 𝑞1𝜌(𝑥, 𝑧) + 𝑞2𝜌(𝑧, 𝑦) ∀𝑥, 𝑦, 𝑧 ∈ 𝑋.

The pair (𝑋, 𝜌) is called a (𝑞1, 𝑞2)-quasimetric space.
The distance between a set 𝐴 ⊂ 𝑋 to a set 𝐵 ⊂ 𝑋 is defined by the formula

𝑑𝑖𝑠𝑡(𝐴,𝐵) = inf{𝜌(𝑎, 𝑏) | 𝑎 ∈ 𝐴, 𝑏 ∈ 𝐵}.

The Hausdorff deviation ℎ+(𝐴,𝐵) of a set 𝐵 from a set 𝐴 is defined by the
formula

ℎ+(𝐴,𝐵) = sup
𝑎∈𝐴

𝑑𝑖𝑠𝑡(𝑎,𝐵).

If 𝐴,𝐵 are closed then ℎ+(𝐴,𝐵) = 0⇔ 𝐴 ⊆ 𝐵. Moreover

ℎ+(𝐴,𝐵) ≤ 𝑞1ℎ+(𝐴,𝐶) + 𝑞2ℎ
+(𝐶,𝐵) ∀𝐴,𝐵,𝐶 ⊂ 𝑋.

For arbitrary closed sets 𝐴,𝐵 ⊂ 𝑋 we put

ℎ(𝐴,𝐵) = max{ℎ+(𝐴,𝐵), ℎ+(𝐵,𝐴)}.

Let ℳ(𝑋) denote the set of closed subsets of 𝑋. We proved the following

Theorem 1. Let (𝑋, 𝜌) be a complete (𝑞1, 𝑞2)-quasimetric space, where 𝜌(· , ·)
is lower semicontinuous in the second argument. Then (ℳ(𝑋), ℎ) is complete.

Some generalizations of Theorem 1 were established.
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Cumulative structure of a Boolean-valued model
of set theory
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A Boolean-valued algebraic system of set-theoretic signature {=,∈} is a non-
empty class𝑋 endowed with Boolean-valued interpretations of the signature sym-
bols which are functions =𝑋 ,∈𝑋 : 𝑋2 → 𝐵 taking values in a complete Boolean
algebra 𝐵 and satisfying the analogs of the classical axioms of equality, such as

∈𝑋(𝑥, 𝑦) ∧ =𝑋(𝑦, 𝑧) 6 ∈𝑋(𝑥, 𝑧)

(see [1, 3.1]). By means of the operations in 𝐵 of supremum 𝑎∨ 𝑏, infimum 𝑎∧ 𝑏,
and complement ¬𝑏, as well as suprema sup𝐴 and infima inf 𝐴 of subsets 𝐴 ⊂ 𝐵,
the truth value [𝜙(�̄�)]𝑋 ∈ 𝐵 in 𝑋 at �̄� = 𝑥1, . . . , 𝑥𝑛 ∈ 𝑋 is recursively defined for
an arbitrary formula 𝜙 of the first-order language of signature {=,∈}. In the case
[𝜙(�̄�)]𝑋 = 1𝐵, the assertion 𝜙(�̄�) is said to be true in 𝑋, which fact is denoted as
𝑋 � 𝜙(�̄�).

A simple and natural example of a Boolean-valued algebraic system is the
class V𝑆 of all functions defined on a nonempty set 𝑆 with the interpretations

=V𝑆 (𝑥, 𝑦) = {𝑠 ∈ 𝑆 : 𝑥(𝑠) = 𝑦(𝑠)},
∈V𝑆 (𝑥, 𝑦) = {𝑠 ∈ 𝑆 : 𝑥(𝑠) ∈ 𝑦(𝑠)},

which take values in the Boolean algebra 𝒫(𝑆) of all subsets of 𝑆. In this case,
the truth value of every formula can be calculated pointwise:

[𝜙(𝑥1, . . . , 𝑥𝑛)]V𝑆 =
{︀
𝑠 ∈ 𝑆 : 𝜙

(︀
𝑥1(𝑠), . . . , 𝑥𝑛(𝑠)

)︀}︀
.

A more general function example of a Boolean-valued system is the class 𝐶(𝑄,𝑉 𝑄)
of continuous sections of a bundle 𝑉 𝑄 of models of set theory over an extremally
disconnected compact space 𝑄 (see [2; 3, Ch. 6]).

Let 𝑋 be a Boolean-valued system with truth algebra 𝐵. A Boolean-valued
class in 𝑋 is a function Φ: 𝑋 → 𝐵 subject to the relation

Φ(𝑥) ∧ [𝑥= 𝑦]𝑋 6 Φ(𝑦)

*The work was supported by the program of fundamental scientific researches of the SB RAS
№ I.1.2, project № 0314-2019-0005.
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for all 𝑥, 𝑦 ∈ 𝑋 (see [1, 3.5; 3, 4.6.1]). Such natural agreements as

[𝑥∈Φ]𝑋 = Φ(𝑥), [𝑥= Φ]𝑋 = [(∀ 𝑦)(𝑦 ∈ 𝑥⇔ 𝑦 ∈ Φ)]𝑋

make it possible to use Boolean-valued classes inside the truth value expressions,
analogously to the use of classes in the language of set theory. Say that an element
𝑥 ∈ 𝑋 represents a Boolean-valued class Φ and write 𝑥 ≃ Φ if 𝑋 � (𝑥= Φ).

Let 𝐵𝑋 be the class of all functions 𝐹 : dom𝐹 → 𝐵 on subsets dom𝐹 ⊂ 𝑋.
The ascent of 𝐹 ∈ 𝐵𝑋 is the Boolean-valued class 𝐹↑ : 𝑋 → 𝐵 defined as follows:

𝐹↑(𝑥) =
⋁︁

𝑦∈dom𝐹

[𝑥= 𝑦]𝑋 ∧ 𝐹 (𝑦).

An element 𝑥 ∈ 𝑋 is the mixing of a family (𝑥𝑖)𝑖∈𝐼 ⊂ 𝑋 with respect to a par-
tition of unity (𝑑𝑖)𝑖∈𝐼 ⊂ 𝐵 whenever [𝑥 =𝑥𝑖]𝑋 > 𝑑𝑖 for all 𝑖 ∈ 𝐼. The symbol
mix𝑌 denotes the totality of various mixings of elements of a subset 𝑌 ⊂ 𝑋.

A Boolean-valued algebraic system𝑋 with truth algebra𝐵 is called a Boolean-
valued universe (see [1, 3.4]) or a 𝐵-valued universe, if it meets the following five
conditions:

(1) (∀𝑥, 𝑦 ∈ 𝑋)
(︀
𝑋 � (𝑥= 𝑦)⇒ 𝑥 = 𝑦

)︀
;

(2) (∀𝐹 ∈ 𝐵𝑋)(∃𝑥 ∈ 𝑋)(𝑥 ≃ 𝐹↑);
(3) (∀𝑥 ∈ 𝑋)(∃𝐹 ∈ 𝐵𝑋)(𝑥 ≃ 𝐹↑);
(4) 𝑋 � (∀𝑥, 𝑦)

(︀
(∀ 𝑧)(𝑧 ∈ 𝑥⇔ 𝑧 ∈ 𝑦)⇒ 𝑥 = 𝑦

)︀
;

(5) 𝑋 � (∀𝑥)
(︀
(∃ 𝑦)(𝑦 ∈ 𝑥)⇒ (∃ 𝑦 ∈ 𝑥)(∀ 𝑧 ∈ 𝑥)(𝑧 /∈ 𝑦)

)︀
.

As is known (see [1, 3]), for every complete Boolean algebra 𝐵, there exists
a 𝐵-valued universe V(𝐵) which occurs a model of ZFC: if 𝜙 is a theorem of ZFC
then the assertion V(𝐵) � 𝜙 is also a theorem of ZFC.

In the research paper [4] under announcement, we show that every 𝐵-valued
universe 𝑋 has the following multilevel structure analogous to the von Neumann
cumulative hierarchy:

𝑋0 = ∅;
𝑋𝛼+1 =

{︀
𝑥 ∈ 𝑋 : 𝑥 ≃ 𝐹↑, 𝐹 ∈ 𝐵𝑋𝛼

}︀
for every ordinal 𝛼;

𝑋𝛼 =
⋃︀
𝛽<𝛼𝑋𝛽 for every limit ordinal 𝛼;

𝑋 =
⋃︀
𝛼∈Ord𝑋𝛼, where Ord is the class of ordinals.

Another cumulative structure is obtained if we consider the ascents of constant
functions only and add mixings at the limit steps:

𝑌0 = ∅;
𝑌𝛼+1 =

{︀
𝑥∈𝑋 : 𝑥 ≃ (𝐷×{𝑏})↑, 𝐷⊂𝑌𝛼, 𝑏∈𝐵

}︀
for every ordinal 𝛼;

𝑌𝛼 = mix
⋃︀
𝛽<𝛼 𝑌𝛽 for every limit ordinal 𝛼;

𝑋 =
⋃︀
𝛼∈Ord 𝑌𝛼.
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Such cumulative hierarchies clarify the structure of Boolean-valued systems and,
in particular, make it possible to easily prove the uniqueness of a Boolean-valued
universe up to isomorphism.

In addition, [4] contains a general tool for adding ascents to Boolean-valued
systems which builds the hierarchy (𝑋𝛼)𝛼∈Ord for an arbitrary system 𝑋0 sat-
isfying (4) and enlarges 𝑋0 to a system 𝑋 =

⋃︀
𝛼∈Ord𝑋𝛼 subject to (2)–(4), as

well as to (1) and (5) as soon as 𝑋0 meets the corresponding requirements. This
makes it possible to construct examples of Boolean-valued systems with unusual
properties. By means of the tool, we show in [4] that each of the five conditions
(1)–(5) listed in the definition of a Boolean-valued universe, is essential and does
not follow from the other conditions.
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Binary correspondences are used for formalization of problems, their basic
components, properties, and constructions [1–3]. As an illustration, a singularly
perturbed system of ordinary differential equations is considered which describes
a process in chemical kinetics [4, 5]:

�̇�(𝑡) = 𝑓
(︀
𝑥(𝑡), 𝑦(𝑡), 𝑡, 𝜀

)︀
,

𝜀 �̇�(𝑡) = 𝑔
(︀
𝑥(𝑡), 𝑦(𝑡), 𝑡, 𝜀

)︀
,

where 𝑥 ∈ R𝑚, 𝑦 ∈ R𝑛, 𝑡 ∈ R, 𝜀 is a small parameter, 𝑓, 𝑔 are sufficiently smooth
functions. Formulas for the solution of the inverse problem are presented for the
case 𝜀 = 0, the conditions of unique solvability are indicated, and realizability of
the conditions is clarified.

An iteration algorithm is proposed for finding an approximate solution to the
inverse problem for the case 𝜀 ̸= 0. At each step of the algorithm, the solution
of the inverse problem for the above-considered case 𝜀 = 0 is combined with
the solution of the direct problem which is reduced to the proof of the existence
and uniqueness of a solution in the case 𝜀 ̸= 0. The conjecture is stated on
convergence of the algorithm and an approach to its justification is developed
which is based on the Banach fixed-point theorem.
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Virtual knots were introduced by Louis Kaufman in [1] as an essential gener-
alization of classical knot theory. Diagrams of virtual knots have both classical
and virtual crossings. There is a way to make a new diagram of a knot from two
other diagrams called connected sum: select a point on each of the diagrams and
splice them together. It is known that connected sum of virtual knots, unlike
connected sum of classical knots, is not well defined. In [2] a family of polyno-
mial invariants called 𝐹 -polynomials was introduced. It’s obtained by assigning
two weights for each classical crossing 𝑐 in the diagram of the knot: index value
Ind(𝑐) defined in [3] and ∇𝐽𝑛 which is a difference of 𝑛-writhe and −𝑛-writhe
defined in [4]. In this work these polynomials are used to prove following result:

Theorem. Let 𝒦, ℳ be two oriented virtual knots, such that ∇𝐽𝑛(ℳ) ̸= 0.
Then there exist an infinite family of different connected sums of these knots
{𝑀#𝐾𝑛}∞𝑛=1 where 𝑀 and 𝐾𝑛 are diagrams ofℳ and 𝒦 correspondingly.
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In Manifold Learning one often deals with the following situation: given a
“point cloud” in a high-dimensional Euclidean space that supposedly approxi-
mates a low-dimensional smooth submanifold, one has to determine if there is
indeed an approximating submanifold and study its topological and geometric
properties.

We [1] extend this circle of problems to the context of Riemannian manifolds
and metric space approximations. This leads to the following problem: given
a discrete metric space 𝑋, determine if there is a Riemannian manifold 𝑀𝑛

with bounded geometry such that 𝑋 and 𝑀 are close in Gromov-Hausdorff or
quasi-isometric sense. “Bounded geometry” here means bounded curvature and
injectivity radius. Our main result is the following.

Theorem. For every 𝑛 ∈ N, 𝑛 ≥ 2, there is a constant 𝐶 = 𝐶(𝑛) > 0 such
that the following holds. Let 𝑋 be a metric space and let 𝐾, 𝑟 > 0 be such that
𝐾𝑟2 is sufficiently small. Suppose that every ball of radius 𝑟 in 𝑋 lies within
Gromov-Hausdorff distance 𝛿 := 𝐾𝑟3 from the Euclidean 𝑟-ball in R𝑛.

Then there exists a Riemannian manifold 𝑀𝑛 with sectional curvature bound
|Sec𝑀 | ≤ 𝐶𝐾 and injectivity radius bound inj𝑀 ≥ 𝑟/2 approximating 𝑋 in the
following sense: there is a bijection between 𝑋 and a 𝐶𝛿-net in 𝑀 distorting the
distances not greater than 𝑟 by at most 𝐶𝛿.

If the metric of 𝑋 is 𝛿-intrinsic, this implies that𝑀 and 𝑋 are quasi-isometric
with parameters (1 + 𝐶𝐾𝑟2, 𝐶𝐾𝑟3) and the Gromov-Hausdorff distance between
them is bounded by 𝐶𝐾𝑟2 diam(𝑋).

The parameters in the theorem are optimal up to a multiplicative constant
depending only on 𝑛. The manifold 𝑀 can be constructed by an algorithmic
procedure.

The theorem implies the following characterization of Alexandrov spaces with
two-sided curvature bounds.

Corollary. For a complete geodesic metric space 𝑋 and 𝑛 ∈ N, the following
two conditions are equivalent:

1. There exists 𝐾 > 0 such that for all 𝑥 ∈ 𝑋 and 𝑟 > 0,

𝑑𝐺𝐻(𝐵𝑋𝑟 (𝑥), 𝐵𝑛𝑟 ) ≤ 𝐾𝑟3

where 𝑑𝐺𝐻 is the Gromov-Hausdorff distance and 𝐵𝑛𝑟 is the 𝑟-ball in R𝑛.
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2. 𝑋 is an 𝑛-dimensional manifold, its metric has two-sided bounded curvature
in the sense of Alexandrov, and its injectivity radius is bounded away from 0.

Furthermore, if the first condition holds then 𝑋 has Alexandrov curvature bounds
between −𝐶𝐾 and 𝐶𝐾 and injectivity radius at least 1/(𝐶

√
𝐾), where 𝐶 is a

positive constant depending only on 𝑛.
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The Fejer sums for measures on the circle and the norms of the deviations
from the limit in the von Neumann ergodic theorem both are calculating, in
fact, with the same formulas (by integrating of the Fejer kernels) — and so, this
ergodic theorem, in fact, is a statement about the asymptotic of the growth of
the Fejer sums at zero point of the spectral measure of corresponding dynamical
system.

It gives a possibility to rework well-known estimates of the rates of conver-
gence in the von Neumann ergodic theorem into the estimates of the Fejer sums
in the point for measures on the circle — for example, we obtain natural criteria
of polynomial growth and polynomial degree of these sums.

And vice versa, numerous in the literature estimates of the deviations of Fe-
jer sums in the point allow to obtain estimates of the rate of convergence in
this ergodic theorem. For example, we obtain from the results of S. N. Bernstein
in harmonic analysis more than hundred years old the estimates of the rates of
convergence in the von Neumann ergodic theorem for many popular in the ap-
plications dynamical systems — with sharp senior coefficient of the asymptotic.
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Self-intersections of self-similar sets under translations
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Let 𝒮 = {𝑆1, . . . , 𝑆𝑚} be a system of contracting similarities in R𝑛. The
unique nonempty compact set 𝐾 = 𝐾(𝒮) such that 𝐾 =

⋃︀𝑚
𝑖=1 𝑆𝑖(𝐾), is called

an attractor of the system 𝒮, or a self-similar set, generated by the system 𝒮;
sets 𝑆𝑖(𝐾) are called copies of the self-similar set 𝐾. The system 𝒮 is said
to satisfy the strong separation condition (SSC), iff 𝑆𝑖(𝐾) ∩ 𝑆𝑗(𝐾) = ∅ for all
distinct 𝑖, 𝑗 ∈ 𝐼 = {1, . . . ,𝑚}. It is well-known that if SSC is satisfied, Hausdorff
dimension 𝑑 = dim𝐻 𝐾 of self-similar set 𝐾 is a solution of the following equation:

𝑚∑︁
𝑖=1

(Lip 𝑆𝑖)
𝑑

= 1. (1)

Suppose the system 𝒮𝑡 = {𝑆𝑡1, . . . , 𝑆𝑡𝑚} of contracting similarities in R𝑛 de-
pends on parameter 𝑡 ∈ 𝐷 and let 𝐾𝑡 be its attractor. Fix some 𝑗 ∈ 𝐼 and
suppose 𝑆𝑡𝑖 = 𝑆𝑖 do not depend on 𝑡 for all 𝑖 ̸= 𝑗.

We study [1] the problem of intersection between copies 𝑆𝑖(𝐾𝑡) and 𝑆𝑡𝑗(𝐾𝑡),
𝑖 ̸= 𝑗 of the set 𝐾𝑡 for the cases when either 𝑆𝑡𝑗(𝑥) = 𝐺(𝑥)+𝑡, where 𝑡 ∈ 𝐷 = R𝑛,
or 𝑆𝑡𝑗(𝑥) = 𝑡𝐺(𝑥) + ℎ, where 𝑡 ∈ 𝐷 = [𝑎, 𝑏] ⊂ (0, 1) and 𝐺 is isometry.

Under some constraints on Lip 𝑆𝑡𝑖 , 𝑖 ∈ 𝐼 we prove, using our General Position
Theorem [2], that if the solution 𝑑 of the equation (1) for the system 𝒮𝑡 does not
exceed some 𝑠 for all 𝑡 ∈ 𝐷, then in both the above cases we have:

dim𝐻{𝑡 ∈ 𝐷 : 𝑆𝑖(𝐾𝑡) ∩ 𝑆𝑡𝑗(𝐾𝑡) ̸= ∅} ≤ 2𝑠, 𝑖 ∈ 𝐼, 𝑖 ̸= 𝑗.

We apply this result to find the conditions under which system 𝒮(𝑡1,...,𝑡𝑚) =

{𝑆𝑡11 , . . . , 𝑆𝑡𝑚𝑚 } of contracting similarities in R𝑛, where 𝑡1, . . . , 𝑡𝑚 ∈ 𝐷 are either
translation vectors or similarity coefficients of the corresponding mappings, sat-
isfy SSC and therefore its attractor’s 𝐾 Hausdorff dimension 𝑑 = dim𝐻 𝐾 satisfy
the equation (1).
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Let B3 and S2 be the unit ball and the unit sphere in R3, respectively, i. e.
B3 = {x ∈ R3 : |x| < 1} and S2 = 𝜕B3 = {𝜉 ∈ R3 : |𝜉| = 1}, where | · | denotes
the Euclidean norm. Throughout the paper we adopt the convention to denote
in bold type the vectors in R3, and in simple type the scalars in R. By the greek
letters 𝜃, 𝜂, 𝜉 and so on we denote the units vectors S2.

In the paper, we describe an approach for constructing a generalize Zernike

polynomials 𝑍
[𝑚](𝑁+2𝑘)
𝑁ℓ or simply 𝑚-Zernike polynomials. For 𝑚 = 0 we get the

well-known Zernike polynomials 𝑍
(𝑁+2𝑘)
𝑁ℓ ≡ 𝑍

[0](𝑁+2𝑘)
𝑁ℓ , see [1]. This approach

can be considered as one of the options for generalized Zernike polynomials. The

properties of an auxiliary polynomials P[𝑚]
𝑚+𝑛 are studied and then polynomial

bases for the Sobolev spaces 𝐻𝑚
0 (B3) and 𝐻𝑚

0 (B3) ∩𝐻2𝑚
0 (B3) are constructed.

A generalized 𝑚-Zernike polynomials in a ball are defined for integer 𝑚, 𝑁 ,
𝑘 ∈ N ∪ 0, 𝑁 + 2𝑘 ≥ 𝑚− 1 as

𝑍
[𝑚](𝑁+2𝑘)
𝑁ℓ (x) :=

∫︁
S2
𝑌𝑁ℓ(𝜂)P[𝑚−1]

𝑁+2𝑘(x � 𝜂) d𝜂, x ∈ B3. (1)

The superscript 𝑁 + 2𝑘 in 𝑍
[𝑚](𝑁+2𝑘)
𝑁ℓ indicates the degree of the polynomial.

The 𝑌𝑁ℓ are complex-valued spherical harmonics. In definition (1) the polyno-

mials of one variable 𝑃
[𝑚]
𝑚+𝑁 (𝑡), 𝑡 ∈ [−1, 1] are determined by using 𝑚-multiple

integration [2]

P[𝑚]
𝑚+𝑁 (𝑡) := J𝑚𝑃𝑁 (𝑡) =

∫︁ 𝑡

1

d𝑠1

∫︁ 𝑠1

1

d𝑠2...

∫︁ 𝑠𝑚−1

1

𝑃𝑁 (𝑠𝑚) d𝑠𝑚

=
1

(𝑚− 1)!

∫︁ 𝑡

1

(𝑡− 𝑠)𝑚−1𝑃𝑁 (𝑠) d𝑠 =
(𝑡− 1)𝑚

𝑚!
2𝐹1

(︂
−𝑁,𝑁 + 1

𝑚+ 1

⃒⃒⃒ 1− 𝑡
2

)︂
, (2)

where the 2𝐹1 is the Gauss hypergeometric function. For 𝑚 = 0 we have P[0]
𝑁 (𝑡) =

𝑃𝑁 (𝑡) and for 𝑚 = −1 it is assumed that P[−1]
𝑁 (𝑡) = 𝐶

(3/2)
𝑁 (𝑡) in view of the fact

that J−1𝑃𝑁 (𝑡) = 𝑑
𝑑𝑡𝑃𝑁 (𝑡) = 𝐶

(3/2)
𝑁 (𝑡), 𝑃𝑁 , 𝐶

(3/2)
𝑁 are Legendre and Gegenbauer

polynomials of degree 𝑁 , respectively.
The formula (2) is the classic Cauchy formula to solve the initial problem

𝑑𝑚

d𝑡𝑚
𝑢(𝑡) = 𝑃𝑁 (𝑡), 𝑢(1) =

𝑑

d𝑡
𝑢(1) = . . . =

𝑑𝑚−1

d𝑡𝑚−1
𝑢(1) = 0.
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The following recurrence relations are obvious,

P[𝑚]
𝑚+𝑁 (𝑡) =

∫︁ 𝑡

1

P[𝑚−1]
𝑚−1+𝑁 (𝑠)d𝑠 = JP[𝑚−1]

𝑚−1+𝑁 (𝑡), P[𝑚]
𝑚+𝑁 (𝑡) = J−1P[𝑚+1]

𝑚+1+𝑁 .

It is clear that many properties of the polynomials P[𝑚]
𝑚+𝑁 follow from the prop-

erties of Legendre polynomials. This is the difference recurrence formula

P[𝑚]
𝑚+𝑁 (𝑡) =

P[𝑚−1]
𝑚+𝑁 (𝑡)− P[𝑚−1]

𝑚+𝑁−2(𝑡)

2𝑁 + 1
, 𝑁 ≥ 1.

The following theorem gives an expansion of the polynomials P[𝑚]
𝑚+𝑁 on the

Legendre polynomials (see [2]).

Theorem 1. 1) If 𝑁 ≤ 𝑚− 1, then

P[𝑚]
𝑚+𝑁 (𝑡) =

[𝑚−𝑁+1
2 ]−1∑︁
𝑘=0

(−1)𝑚−𝑘𝑐
[𝑚]
𝑁,𝑘𝑃𝑚−𝑁−2𝑘−1(𝑡)+

𝑚∑︁
𝑘=[𝑚−𝑁+1

2 ]

(−1)𝑚−𝑘𝑐
[𝑚]
𝑁,𝑘𝑃𝑁−𝑚+2𝑘(𝑡).

2) If 𝑁 ≥ 𝑚, then P[𝑚]
𝑚+𝑁 (𝑡) =

∑︀𝑚
𝑘=0(−1)𝑚−𝑘𝑐

[𝑚]
𝑁,𝑘𝑃𝑁−𝑚+2𝑘(𝑡).

Here the coefficients 𝑐
[𝑚]
𝑁,𝑘 are equal to

𝑐
[𝑚]
𝑁,𝑘 =

𝐶𝑘𝑚(𝑁 −𝑚+ 2𝑘 + 1/2)Γ(𝑁 −𝑚+ 𝑘 + 1/2)

2𝑚Γ(𝑁 + 𝑘 + 3/2)
, 0 ≤ 𝑘 ≤ 𝑚. (3)

The constructed generalized Zernike polynomials (1) can be used to solve the
classical Dirichlet and Riquier boundary value problems for the 𝑚–polyharmonic
equation in the unit ball, ∆𝑚𝑢(x) = 𝑓(x). The following theorems serve as the
basis for solving these problems.

Theorem 2. The 𝑚–Zernike polynomials {𝑍 [𝑚](𝑁+2𝑘)
𝑁ℓ , 𝑘 ≥ 𝑚} form a basis in

𝐻𝑚
0 (B3), on the boundary of 𝜕B3 normal derivatives up to the order of 𝑚 − 1

vanish

𝑍
[𝑚](𝑁+2𝑘)
𝑁ℓ (𝜉) =

𝑑

𝑑𝑟
𝑍

[𝑚](𝑁+2𝑘)
𝑁ℓ (𝜉) = ... =

𝑑𝑚−1

𝑑𝑟𝑚−1
𝑍

[𝑚](𝑁+2𝑘)
𝑁ℓ (𝜉) = 0.

Theorem 3. The 2𝑚–Zernike polynomials {𝑍 [2𝑚](𝑁+2𝑘+2𝑚)
𝑁ℓ , 0 ≤ 𝑘 ≤ 𝑚 − 1}

admit decomposition of the form

𝑍
[2𝑚](𝑁+2𝑘+2𝑚)
𝑁ℓ (x) = 𝑄𝑁+2𝑚−2(x)⏟  ⏞  

Δ𝑚=0

+

𝑚∑︁
𝑠=𝑚−𝑘

(−1)𝑚−𝑠𝑐
[𝑚]
𝑁+2𝑘+1,𝑠𝑍

[𝑚](𝑁+2𝑘+2𝑠)
𝑁ℓ (x)⏟  ⏞  

Δ𝑚=𝑍
(𝑁+2𝑘)
𝑁ℓ

,

73



where the coefficients are determined by the formula (3).

This expansion allows us to define corrected 2𝑚–Zernike polynomials

̃︀𝑍 [2𝑚](𝑁+2𝑘+2𝑚)
𝑁ℓ (x) :=

𝑚∑︁
𝑠=𝑚−𝑘

(−1)𝑚−𝑘𝑐
[𝑚]
𝑁,𝑘𝑍

[𝑚](𝑁+2𝑘+2𝑠)
𝑁ℓ (x), 0 ≤ 𝑘 ≤ 𝑚− 1.

Theorem 4. The corrected 2𝑚–Zernike polynomials { ̃︀𝑍 [2𝑚](𝑁+2𝑘+2𝑚)
𝑁ℓ , 0 ≤ 𝑘 ≤

𝑚 − 1} satisfy the homogeneous Dirichlet boundary value problem for an inho-
mogeneous 𝑚–polyharmonic equation

∆𝑚𝑢(x) = 𝑍
(𝑁+2𝑘)
𝑁ℓ (x) in B3, (4)

𝑢(𝜉) =
𝑑

𝑑𝑟
𝑢(𝜉) = ... =

𝑑𝑚−1

𝑑𝑟𝑚−1
𝑢(𝜉) = 0 on S2 = 𝜕B3. (5)

Theorem 5. The 2𝑚–Zernike polynomials {𝑍 [2𝑚](𝑁+2𝑘+2𝑚)
𝑁ℓ , 𝑘 ≥ 𝑚} form an

orthogonal basis of 𝐻2𝑚
0 (B3) and satisfy the Dirichlet boundary value problem

(4)–(5) and also satisfy the Riquier boundary value problem

∆𝑚𝑢(x) = 𝑍
(𝑁+2𝑘)
𝑁ℓ (x) in B3,

𝑢(𝜉) = ∆𝑢(𝜉) = ... = ∆𝑚−1𝑢(𝜉) = 0 on S2 = 𝜕B3.
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Envelopes in function spaces with respect to
convex cones or sets

Bulat Khabibullin*, Enzhe Menshikova
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We discuss the existence of an envelope of a function from a certain subclass of
function space. Here we restrict ourselves to considering the model space 𝐿1

loc(𝐷)
of functions locally integrable with respect to Lebesgue measure 𝜆 in an open
connected subset, i. e., domain 𝐷 from the 𝑑-dimensional Euclidean space R𝑑,
where 𝑑 ∈ N = {1, 2, . . . }, and R is the real line. Let 𝐻 be a subset in 𝐿1

loc(𝐷),
and 𝐹 : 𝐷 → R±∞ := {−∞} ∪ R ∪ {+∞} be a extended numerical function
belonging to 𝐿1

loc(𝐷). We say that there exists a lower envelope for 𝐹 with respect
to 𝐻 if there is a function ℎ ∈ 𝐻 such that ℎ ≤ 𝐹 on 𝐷. Denote by sbh (𝐷),
𝐶(𝐷), and 𝐶𝑘(𝐷) with 𝑘 ∈ N∪{∞} the classes of subharmonic, continuous, and
k times continuously differentiable functions on 𝐷, respectively [1]. The class
sbh (𝐷) contains the minus-infinity function −∞ : 𝑥 ↦→ −∞ identically equal to
−∞; sbh*(𝐷) := sbh (𝐷) ∖ {−∞}.

The Alexandroff compactification of R𝑑 is denoted by R𝑑∞ := R𝑑∪{∞}. Given
a subset 𝑆 of R𝑑∞, the closure clos𝑆 and the interior int𝑆 will always be taken
relative R𝑑∞. For 𝑆′ ⊂ 𝑆 ⊂ R𝑑∞ we write 𝑆′ b 𝑆 if clos𝑆′ ⊂ int𝑆.

Let Borel (𝑆) be the class of all Borel subsets in 𝑆 ∈ Borel (R𝑑∞). We denote
by Meas (𝑆) the class of all Borel signed measures on Borel (𝑆); Meascmp(𝑆)
is the class of measures 𝜇 ∈ Meas (𝑆) with a compact support supp𝜇 b 𝑆;
Meas+(𝑆) := {𝜇 ∈ Meas (𝑆) : 𝜇 ≥ 0}, Meas+cmp(𝑆) := Meascmp(𝑆) ∩Meas+(𝑆).

Definition (of linear and affine balayage of measures [2, Definition 7.1; 3, 4]).
Let 𝐻 ⊂ sbh(𝐷), 𝜈 ∈ Meas+(𝐷), and ℳ ⊂ Meas+(𝐷). We say that a measure
𝜇 ∈ ℳ is a linear balayage of the measure 𝜈 with respect to 𝐻 in ℳ and write
𝜈⪯𝐻,ℳ𝜇 if ∫︁

𝐷

ℎd𝜈 6
∫︁
𝐷

ℎd𝜇 for all functions ℎ ∈ 𝐻.

Let 𝑐 ∈ R, and 1 : 𝑥 ↦→ 1 be the function identically equal to 1 on 𝐷 ∋ 𝑥. We say
that an affine function 𝜇 + 𝑐 := 𝜇 + 𝑐 · 1 ∈ ℳ + R1 is an affine balayage of the
measure 𝜈 with respect to 𝐻 inℳ+ R1, and write 𝜈 2𝐻,ℳ 𝜇+ 𝑐, if∫︁

ℎd𝜈 6
∫︁
ℎd𝜇+ 𝑐 for all functions ℎ ∈ 𝐻.

*This study was financially and otherwise supported by the Russian Science Foundation
(project No. 18-11-00002).
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Proposition [2, Proposition 8.1; 4, Proposition 7.1]. Let ∅ ̸= 𝐻 ⊂ sbh*(𝐷),
ℳ⊂ Meas+cmp(𝐷), and 0 ̸= 𝜈 ∈ Meas+cmp(𝐷) be such that −∞ <

∫︀
𝐷
ℎd𝜈 for all

ℎ ∈ 𝐻. Let the restriction of 𝐹 to each compact subset 𝐾 b 𝐷 is 𝜇
⃒⃒
𝐾
-measurable

for every measure 𝜇 ∈ℳ, where 𝜇
⃒⃒
𝐾

is the restriction of 𝜇 to 𝐾. If there exists
a lower envelope ℎ ≤ 𝐹 on 𝐷 for 𝐹 with respect to 𝐻 ∋ ℎ, then

−∞ < inf

{︂∫︁
𝐷

𝐹 d𝜇 : 𝜈 ⪯𝐻,ℳ 𝜇

}︂
, (2lin)

−∞ < inf

{︂∫︁
𝐷

𝐹 d𝜇+ 𝑐 : 𝜈 2𝐻,ℳ 𝜇+ 𝑐

}︂
. (2aff)

This Proposition is somewhat reversible if H is convex. For simplicity and
brevity, we formulate such an almost inverse statement only for 𝐹 ∈ 𝐶(𝐷).

Theorem (general case in [2, Theorem 6], special case in [4, Theorem 7.1]). Let
𝐹 ∈ 𝐶(𝐷), R1 ⊂ 𝐻 ⊂ sbh*(𝐷), 0 ̸= 𝜈 ∈ Meas+cmp(𝐷), supp 𝜈 ⊂ 𝑈0 b 𝐷, where

𝑈0 is a domain,ℳ :=
{︀
𝜇 ∈ Meas+cmp(𝐷 ∖𝑈0) : d𝜇 = 𝑚 d𝜆, where 𝑚 ∈ 𝐶∞(𝐷)

}︀
.

Suppose that one of the following two conditions is fulfilled:
[H1] for any locally bounded from above sequence of functions (ℎ𝑘)𝑘∈N ⊂ 𝐻,

the upper semi-continuous regularization of the upper limit lim sup𝑘→∞ ℎ𝑘 belong
to 𝐻 provided that lim sup𝑘→∞ ℎ𝑘 ̸≡ −∞ on 𝐷;

[H2] 𝐻 is sequentially closed in 𝐿1
loc(𝐷).

[L] If 𝐻 is convex cone, and the condition (2lin) is fulfilled, then there exists
a lower envelope ℎ ≤ 𝐹 on 𝐷 for 𝐹 with respect to 𝐻 ∋ ℎ.

[A] If 𝐻 is convex set, and the condition (2aff) is fulfilled, then there exists
a lower envelope ℎ ≤ 𝐹 on 𝐷 for 𝐹 with respect to 𝐻 ∋ ℎ.

In our review [2], this Theorem is proved in a much more general form for
arbitrary functions 𝐹 ∈ 𝐿1

loc(𝐷) without condition R1 ∈ 𝐻. Special cases of
this Theorems and corollaries from it have been successfully applied in our arti-
cles [5–10] to study the distribution of zero sets of holomorphic functions under
restrictions on their growth. Research on the application of this Theorem in
complex analysis will be continued. More general abstract forms of our Theorem
from [2] and [3] can find applications in other functional spaces far from the space
𝐿1
loc(𝐷) since they are given for projective limits of vector lattices or topological

projective limits of Frechet lattices (see [2, Ch. 1; 3] and bibliography in them).
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Let (𝑀, 𝑔) be a (pseudo)Riemannian manifold admitting a metric connec-
tion ∇ of the form

∇𝑋𝑌 = ∇𝑔𝑋𝑌 + 𝑔 (𝑋,𝑌 )𝑉 − 𝑔 (𝑉, 𝑌 )𝑋,

where 𝑉 is a fixed vector field, 𝑋, 𝑌 are arbitrary vector fields,∇𝑔 is the Levi-Civita
connection on 𝑀 . Connection ∇ is one of the three basic connections, described
by E. Cartan in [1], and is called a metric connection with vectorial torsion or
semi-symmetric connection (up to direction).

Manifolds of constant Ricci curvature or Einstein manifolds are sufficiently
known in the case of (pseudo)Riemannian manifolds with a Levi-Civita con-
nection (see for example [2]). They admit several generalizations to the case
of manifolds with metric connection with vectorial torsion [3].

Next we will use the following

Definition. A (pseudo)Riemannian manifold (𝑀, 𝑔) with metric connection
with vectorial torsion will be called a Einstein manifold if the Ricci tensor satisfies
the Einstein equation

𝑟 = Λ𝑔

for some function Λ.

The main result of this paper is

Theorem 1. Let 𝐺 be a three or four-dimensional Lie group with a left-invariant
Riemannian metric and metric connection ∇ with left-invariant vectorial torsion.
If the Einstein equation is satisfied, then either the vector field 𝑉 is trivial or
the Ricci tensor of the connection ∇ is zero.
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Three-dimensional locally homogeneous manifolds with
vectorial torsion and zero curvature tensor
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Let (𝑀, 𝑔) be a (pseudo)Riemannian manifold. One can define a metric con-
nection ∇ on 𝑀 by the formula

∇𝑋𝑌 = ∇𝑔𝑋𝑌 + 𝑔 (𝑋,𝑌 )𝑉 − 𝑔 (𝑉, 𝑌 )𝑋,

where 𝑉 is a fixed vector field, 𝑋, 𝑌 are arbitrary vector fields,∇𝑔 is the Levi-Civita
connection on 𝑀 . Connection ∇ is one of the three basic connections, described
by E. Cartan in [1], and is called a metric connection with vectorial torsion or
semi-symmetric connection (up to direction).

The curvature tensor of a metric connection ∇ with vectorial torsion is de-
termined by the equality

𝑅(𝑋,𝑌 )𝑍 = ∇𝑌∇𝑋𝑍 −∇𝑋∇𝑌 𝑍 +∇[𝑋,𝑌 ]𝑍.

K. Yano in [2] proved that a Riemannian manifold admits a metric connection
with vectorial torsion, the curvature tensor of which is zero, if and only if it is
conformally flat.

This paper is devoted to obtaining a classification of three-dimensional metric
Lie groups with a zero curvature tensor, the vectorial torsion of which is generated
by some left-invariant vector field.
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Interpolation of Hardy-type spaces
and of their intersections

S. V. Kislyakov
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A short survey of interpolation results for the scale 𝐻𝑝(T), 0 < 𝑝 ≤ ∞, of
Hardy classes on the unit circle will be given. Also, some quite recent interpo-
lation theorem for intersections of “one-parameter” Hardy-type spaces will be
exposed. This theorem covers the case of Herdy classes on the two-dimensional
torus, the case of co-invariant subspaces for the shift operator on the unit circle,
as well as a number of nonclassical situations.

Conformal deformations and (pseudo)Riemannian
manifolds with vectorial torsion

Pavel Klepikov*, Evgeniy Rodionov
email: klepikov.math@gmail.com, edr2002@mail.ru

The necessary and sufficient conditions for the (pseudo)Riemannian manifold
to be conformally flat are well known as the Weyl–Schouten theorem:

Theorem 1. (Pseudo)Riemannian manifold of dimension 𝑛 with 𝑛 ≥ 3 is con-
formally flat if and only if the Cotton tensor vanishes for 𝑛 = 3, or the Weyl
tensor vanishes for 𝑛 > 3.

On the other hand, these conditions can be viewed using the metric connec-
tion ∇ with vectorial torsion [1], which is determined by the equality

∇𝑋𝑌 = ∇𝑔𝑋𝑌 + 𝑔 (𝑋,𝑌 )𝑉 − 𝑔 (𝑉, 𝑌 )𝑋,

where 𝑉 is a fixed vector field, 𝑋, 𝑌 are arbitrary vector fields,∇𝑔 is the Levi-Civita
connection on 𝑀 , 𝑔 is a metric tensor.

Yano proved another criterion that a manifold is conformally flat [2]:

*The reported study was funded by RFBR according to the research project № 18–31–
00033 mol a.
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Theorem 2. (Pseudo)Riemannian manifold admits a metric connection with vec-
torial torsion, whose curvature tensor is zero, iff it is conformally flat with respect
to the Levi-Civita connection.

This paper is devoted to the study of (pseudo) Riemannian manifolds which
are conformally flat with respect to a metric connection ∇ with vector torsion,
i.e. for which there is a conformal deformation of the metric such that the new
metric tensor has a zero curvature tensor with respect to the connection ∇.
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Example of a smooth homeomorphism violating
the Lusin 𝒩−1 condition
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In the context of Solid Mechanics, the fact that the material can neither be
created nor lost during the deformation of a solid body is described by the two
mathematical conditions that preserve null sets — Lusin 𝒩 and 𝒩−1 conditions.
A function 𝑓 : Ω→ R𝑁 , Ω ⊂ R𝑁 , is said to satisfy the Lusin 𝒩 condition if, for
every 𝐸 ⊂ Ω, we have

ℒ𝑁 (𝐸) = 0 =⇒ ℒ𝑁 (𝑓(𝐸)) = 0.

Analogously, 𝑓 fulfils the Lusin 𝒩−1 condition if, for every 𝐸 ⊂ Ω, we have

ℒ𝑁 (𝑓(𝐸)) = 0 =⇒ ℒ𝑁 (𝐸) = 0.

*The first and third authors were supported by the grant GAČR 18-00960Y
†The second author was supported by RFBR (project 17-01-00801a)
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Here, ℒ𝑁 denotes the Lebesgue measure on R𝑁 .
Of special interest is the question about the sufficient conditions for mappings

to possess Lusin’s 𝒩 and 𝒩−1 properties. In 1966 Reshetnyak [6] proved that
the 𝒩 condition holds for 𝑊 1,𝑁 -homeomorphisms. Later, in 1973, the general
case of Sobolev 𝑊 1,𝑝-mappings, for 𝑝 > 𝑁 , was obtained by Marcus and Mizel
[3]. The first crucial counterexample of a Sobolev mapping violating Lusin’s
conditions was described by Cesari [1] in 1944, and was later improved by Malý
and Martio [2] in 1995. They present a continuous mapping in the Sobolev
space 𝑊 1,𝑝([0, 1]𝑁 , [0, 1]𝑀 ), 𝑀 ∈ N, 𝑝 ≤ 𝑁 , not satisfying the 𝒩 condition.
The second counterexample came in 1971 in the form of Ponomarev’s celebrated
construction [4,5]. It provides a Sobolev homeomorphism in𝑊 1,𝑝([0, 1]𝑁 , [0, 1]𝑁 ),
for 𝑝 < 𝑁 , that violates the 𝒩 condition.

Once Lusin’s conditions are fully described in the setting of Sobolev spaces,
it is natural to ask whether other analytic requirements could guarantee Lusin’s
properties. In [7], the question, if the Lusin 𝒩 condition can be guaranteed by
the 𝐶∞-regularity of a mapping, was posed, and the answer was negative. In this
work, we ask the same question regarding the Lusin 𝒩−1 condition. The answer
is also negative, and we provide the following counterexample.

Example. There exists a homeomorphism 𝑔 ∈ 𝐶∞(R𝑁 ,R𝑁 ) violating the Lusin
𝒩−1 condition such that 𝑔(𝑥) = 𝑥 outside (0, 1)𝑁 .
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Estimation of the error of calculating the functional
containing higher-order derivatives on triangular grid

Alexey Klyachin*

Volgograd State University
email: klyachin-aa@yandex.ru

We consider folowing functional

𝐼(𝑓) =

∫︁
Ω

𝐺(𝑥, 𝑓,∇𝑓,𝐷2𝑓)𝑑𝑥, 𝐷2𝑓 =

(︂
𝜕2𝑓

𝜕𝑥𝑖𝜕𝑥𝑗

)︂𝑛
𝑖,𝑗=1

. (1)

It is proved that a functional (1) can be calculated with an error of order
𝑂(ℎ4𝑚+1) with a triangular mesh of ℎ → 0 if the piecewise polynomial func-
tions of degree 4𝑚 + 1 for 𝑚 ≥ 1. For 𝑛 = 2 we give an example of the fact
that the piecewise quadratic approximation gives the second order of accuracy
for calculating the functional

𝐼(𝑢) =

∫︁∫︁
Ω

(𝑢2𝑥𝑥 + 2𝑢2𝑥𝑦 + 𝑢2𝑦𝑦)𝑑𝑥𝑑𝑦

for a special kind of triangulation. Consider the points 𝑥𝑖 = 𝑖
𝑛 , 𝑦𝑗 = 𝑗

𝑛 , 𝑖, 𝑗 =
0, . . . , 𝑛. Put ℎ = 1

𝑛 . We introduce the notation 𝑄𝑖𝑗 = (𝑥𝑖, 𝑦𝑗). In each triangle
𝑇 1
𝑖𝑗 =M 𝑄𝑖𝑗𝑄𝑖+1𝑗𝑄𝑖𝑗+1 replace the function 𝑢(𝑥, 𝑦) with the quadratic 𝑃1(𝑥, 𝑦) =

𝑎𝑥2+𝑏𝑥𝑦+𝑐𝑦2+𝑑𝑥+𝑒𝑦+𝑓 . Similarly, in each triangle 𝑇 2
𝑖𝑗 =M 𝑄𝑖+1𝑗𝑄𝑖𝑗+1𝑄𝑖+1𝑗+1

replace the function 𝑢(𝑥, 𝑦) with the quadratic 𝑃2(𝑥, 𝑦) = 𝑎𝑥2 + 𝑏𝑥𝑦+ 𝑐𝑦2 +𝑑𝑥+
𝑒𝑦 + 𝑓 . Polynomials are constructed about the values of the function 𝑢 at the
vertices of the triangles and the midpoints of their sides. Then the estimate∫︁∫︁
Ω

(𝑢2𝑥𝑥+2𝑢2𝑥𝑦+𝑢2𝑦𝑦)𝑑𝑥𝑑𝑦−
𝑛−1∑︁
𝑖=0

𝑛−1∑︁
𝑗=0

∫︁∫︁
𝑇 1
𝑖𝑗

(((𝑃1)𝑥𝑥)2+2((𝑃1)𝑥𝑦)2+((𝑃1)𝑦𝑦)2)𝑑𝑥𝑑𝑦−

−
𝑛−1∑︁
𝑖=0

𝑛−1∑︁
𝑗=0

∫︁∫︁
𝑇 2
𝑖𝑗

(((𝑃2)𝑥𝑥)2 + 2((𝑃2)𝑥𝑦)2 + ((𝑃2)𝑦𝑦)2)𝑑𝑥𝑑𝑦 = 𝑂(ℎ2)

for ℎ→ 0.

*This work was supported by the Russian Foundation for Basic Research (grant p a 19-47-
340015).
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On existence of triangulations which are not
affine-like to Delaunay triangulation

Vladimir Klyachin*

Volgograd State University
email: klyachin.va@volsu.ru, klchnv@mail.ru

Let 𝑃 be arbitrary finite set of plane R2. Triangulation 𝑇 of 𝑃 is called
affine-like to Delaunay triangulation if there exists affine map 𝐿 : R2 → R2

such that the triangulation 𝐿(𝑇 ) of set 𝐿(𝑃 ) is Delaunay triangulation. We
discuss the question: is there triangulation which is not affine-like to Delaunay
triangulation. Note that this question is connected with problems of structure of
the set all triangulations of finite set on the plane [1–3].

Consider some triangle ∆𝐴𝐵𝐶 ⊂ R2. Let 𝑆 be it’s circumcircle. Now we
have three ball segments bounded by sides of triangle ∆𝐴𝐵𝐶 and corresponding
arcs of 𝑆. Choose the points 𝐷, 𝐸, 𝐹 in each such segments and construct three
new triangles ∆𝐴𝐵𝐷, ∆𝐵𝐶𝐸, ∆𝐶𝐴𝐹 . We prove that the given triangulation
of points 𝐴, 𝐵, 𝐶, 𝐷, 𝐸, 𝐹 is not affine-like Delaunay triangulation.
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Annals Discrete Math. 12 (1982), 9–12.

2. Garcia A., Noy M., Tejel J. Lower bounds on the number of crossing-free subgraphs
of K N, Comput. Geom. Theory Appl. 16 (2000), 211–221.

3. Hurtado F., Noy M. Counting triangulations of almost-convex polygons, Ars Com-
binatorica 45 (1997), 169–179.

Conformal mapping from the half-plane onto
circular-arc polygon with boundary normalization

Ivan Aleksandrovich Kolesnikov†

National Research Tomsk State University
email: ia.kolesnikov@mail.ru

Let Γ(𝑡) = {𝑤 : 𝑤 = 𝜙(𝜏), 𝑡0 6 𝜏 6 𝑡} be a piecewise smooth curve consisting
of (𝑛 + 1)/2 (𝑛 is an odd number) circular arcs Γ*(𝑡) = {𝑤 : 𝑤 = 𝜙(𝜏), 𝑡𝑛−1

2
6

*This work was supported by the Russian Foundation for Fundamental Research (project
19-47-340015)

†This work was supported by RFBR according to the research project No 18-31-00190∖19.
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𝜏 6 𝑡}, Γ𝑘 = {𝑤 : 𝑤 = 𝜙(𝜏), 𝑡𝑘−1 6 𝜏 6 𝑡𝑘}, 𝑘 = 1, . . . , 𝑛−1
2 ; 𝑤 = 𝜙(𝜏) is a

path, 0 6 𝑡0 6 𝜏 6 𝑡 6 𝑡𝑛+1
2

. Denote by 𝐴0 = 𝜙(𝑡), 𝐴1, . . . , 𝐴𝑛 the vertices

of polygon ∆(𝑡) = C∖Γ(𝑡), going along the boundary of ∆(𝑡) in the positive
direction, 𝜙(𝑡𝑘) = 𝐴𝑛+1

2 ±𝑘, 𝑘 = 0, . . . , 𝑛−1
2 .

There is a family of functions 𝑤 = 𝑓(𝑧, 𝑡), that maps the upper half-plane
Π+ = {𝑧 ∈ C : Im 𝑧 > 0} onto family of polygons ∆(𝑡), 𝑓 : Π+ → ∆(𝑡),
𝑡2 6 𝑡 6 𝑡𝑛+1

2
. Let the family 𝑓(𝑧, 𝑡) satisfy the boundary normalization 𝑓(0, 𝑡) =

𝑤0, 𝑓(1, 𝑡) = 𝑤1, 𝑓(∞, 𝑡) = 𝑤∞, 𝑡2 6 𝑡 6 𝑡𝑛+1
2

, 𝑤0, 𝑤1, 𝑤∞ ∈ 𝜕∆(𝑡2). We

assume that points 𝑤0, 𝑤1, 𝑤∞ do not coincide with vertices ∆(𝑡2). Denote by
𝑎𝑘, 𝑎𝑘 = 𝑎𝑘(𝑡), 𝑘 = 0, 1, . . . , 𝑛, 𝑎0 = 𝜆(𝑡) the preimages of the vertices 𝐴𝑘 and
let the angles at these vertices equal 𝛼𝑘𝜋, 𝑘 = 0, 1, . . . , 𝑛. Let 0 < 𝛼𝑘 < 2,
𝑘 = 1, . . . , 𝑛−1

2 . We note that 𝛼0 = 𝛼𝑛+1
2

= 2, 𝛼𝑘 = 2− 𝛼𝑛+1−𝑘, 𝑘 = 1, . . . , 𝑛−1
2 .

A family of mappings 𝑤 = 𝑓(𝑧, 𝑡) satisfies the Schwarz differential equation

𝑓 ′′′(𝑧, 𝑡)

𝑓 ′(𝑧, 𝑡)
− 3

2

(︂
𝑓 ′′(𝑧, 𝑡)

𝑓 ′(𝑧, 𝑡)

)︂2

=

𝑛∑︁
𝑘=0

(︂
𝐿𝑘

(𝑧 − ̃︀𝑎𝑘(𝑡))2
+

̃︁𝑀𝑘(𝑡)

𝑧 − ̃︀𝑎𝑘(𝑡)

)︂
,

where 𝐿𝑘 = 1
2 (1− 𝛼2

𝑘), 𝑀𝑘 are the accessory parameters.
This paper solves the problem of finding the parameters 𝑎𝑘 = 𝑎𝑘(𝑡), 𝑀𝑘 =

𝑀𝑘(𝑡), 𝑘 = 0, 1, . . . , 𝑛, of a family 𝑓 = 𝑤(𝑧, 𝑡) with boundary normalization. The
works [1, 2] solve this problem for the case when family has hybrid normalization.
The method was proposed in the work [3].

Suppose that if 𝑡 tends to 𝑡𝑛+1
2

, the endpoint 𝜙(𝑡) of the curve Γ = Γ(𝑡)

achieve some point of the curve Γ (for example the point 𝜙(𝑡0)). Then fam-
ily ∆(𝑡) has two kernels, denote by ∆ the one which is bounded, another one
∆∞ = C∖

(︀
∆
⋃︀

Γ(𝑡𝑛+1
2

)
)︀

is a kernel relative to infinity. If the points 𝑤0, 𝑤1, 𝑤∞

belonging to the boundary of ∆(𝑡) are also boundary points of polygon ∆ (∆∞),
then by Caratheodory kernel theorem the family of mappings 𝑤 = 𝑓(𝑧, 𝑡) con-
verges to the map 𝑓 from the upper half-plane onto polygon ∆ (correspondingly
polygon ∆∞). Thus by solving the problem of finding parameters of family
𝑤 = 𝑓(𝑧, 𝑡), one can find a map from half-plane onto arbitrary polygon.

Theorem. For all 𝑡(𝑛−1)/2 < 𝑡 < 𝑡(𝑛+1)/2 the parameters 𝑎𝑘(𝑡), 𝑀𝑘(𝑡), 𝑘 =
0, 1, . . . , 𝑛, 𝑎0(𝑡) = 𝜆(𝑡), of the mapping 𝑓 from the upper half-plane Π+ onto
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closed plane with excluded curve Γ(𝑡) satisfy the system of differential equations⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

�̇�𝑘(𝑡) =
𝑎𝑘(𝑡)(𝑎𝑘(𝑡)− 1)

𝑎𝑘(𝑡)− 𝜆(𝑡)
, 𝑘 = 1, . . . , 𝑛,

�̇�(𝑡) = 2𝜆(𝑡)− 𝜆(𝑡)(𝜆(𝑡)− 1)𝑀0(𝑡)− 1,

�̇�𝑘(𝑡) +𝑀𝑘(𝑡) + 2𝐿𝑘
𝜆(𝑡)(𝜆(𝑡)− 1)(︀
𝑎𝑘(𝑡)− 𝜆(𝑡)

)︀3 −𝑀𝑘(𝑡)
𝜆(𝑡)(𝜆(𝑡)− 1)(︀
𝑎𝑘(𝑡)− 𝜆(𝑡)

)︀2 = 0, 𝑘 = 1, . . . , 𝑛.

If 𝛼1, 𝛼𝑛 ̸= 0, 2 the system has a unique solution with respect to 𝑥 =
√︀
𝑡− 𝑡𝑛−1/2

𝑎0
(︀
𝑡(𝑥)

)︀
= ̃︀𝑎0(𝑥) = ̃︀𝜆(𝑥) = 𝜎 + 𝜆1𝑥+ 𝜆2𝑥

2 + 𝜆3𝑥
3 + . . . ,

𝑎
(︀
𝑡(𝑥)

)︀
= ̃︀𝑎𝑘(𝑥) = 𝑎𝑘0 + 𝑎𝑘1𝑥+ 𝑎𝑘2𝑥

2 + 𝑎𝑘3𝑥
3 + . . . , 𝑘 = 1, . . . , 𝑛,

𝑀𝑘

(︀
𝑡(𝑥)

)︀
= ̃︁𝑀𝑘(𝑥) = 𝑚𝑘0 +𝑚𝑘1𝑥+𝑚𝑘2𝑥

2 +𝑚𝑘3𝑥
3 + . . . , 𝑘 = 2, . . . , 𝑛− 1,

𝑀𝑘

(︀
𝑡(𝑥)

)︀
= ̃︁𝑀𝑘(𝑥) =

𝑚𝑘,−1

𝑥
+𝑚𝑘0 +𝑚𝑘1𝑥+𝑚𝑘2𝑥

2 + . . . , 𝑘 = 0, 1, 𝑛,

on an interval [𝑡(𝑛−1)/2, 𝑡(𝑛+1)/2], satisfying the initial conditions

𝑎11 =

√︂
𝑞
𝛼𝑛
𝛼1
, 𝑎𝑛1 = −

√︂
𝑞
𝛼1

𝛼𝑛
, 𝜆1 = 𝑎11 + 𝑎𝑛1, 𝑎𝑘1 = 0, 𝑘 = 2, . . . , 𝑛− 1,

𝑚0,−1 = −𝜆1
𝑞
, 𝑚𝑘,−1 = 2𝐿𝑘

𝑎3𝑘1
𝑞(𝑎2𝑘1 + 𝑞)

, 𝑘 = 1, 𝑛, 𝑚𝑘1 = 0, 𝑘 = 2, . . . , 𝑛− 1,

𝜆2 = (2𝜎 − 1)

(︂
𝜆21
𝑞

+ 1

)︂
+
𝑞

2

𝑛∑︁
𝑘=1

𝑚𝑘0,

where 𝑞 = 2𝜎(𝜎 − 1), and parameter 𝜆3, relating to the curvature of the movable
arc of the curve Γ(𝑡), satisfy the condition

|𝑓(𝑧, 𝜆3, 𝑡)− 𝜔| = 𝑟, 𝑡𝑛−1
2
6 𝑡 6 𝑡𝑛+1

2
,

where 𝜔 is the center of circle Γ*, 𝑟 is the radius of this circle, 𝑓 is a desired
mapping.
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Unique determination of conformal type for domains

Anatolii Kopylov*

Sobolev Institute of Mathematics

email: apkopylov1940@gmail.com

The main goal of the lecture is to present a new, apparently, very interest-
ing, and yet very difficult trend in the classical geometric topic of the unique
determination of convex surfaces by their intrinsic metrics. It consists of three
parts. In the first part, we consider results on the problem of unique determina-
tion for (generally speaking) nonconvex domains in R𝑛. One of these results is
as follows: If 𝑈 is a (generally speaking) nonconvex bounded polyhedral domain
in R𝑛 (𝑛 ≥ 4) whose boundary is an (𝑛 − 1)-dimensional connected manifold
of class 𝐶0 without boundary and is representable as a finite union of pairwise
nonoverlapping (𝑛 − 1)-dimensional cells is uniquely determined by the relative
conformal moduli of its boundary condensers. Results on the unique determina-
tion (of polyhedral domains) of isometric type are also obtained. In contrast to
the classical case, these results present a new approach in which the notion of
the p-modulus of path families is used.

The second part is devoted to the study of the problems of the unique deter-
mination of convex polyhedral domains in the three-dimensional Euclidean space
by the relative conformal moduli of boundary condensers. The main result of
this part is that any convex bounded polyhedral domain in the three-dimensional
Euclidean space is uniquely determined by the relative conformal moduli of its
boundary condensers.

Finally, in the third part, the main result is that, for 𝑛 ≤ 3, any 𝑛-connected
plane domain 𝑈 is uniquely determined by the relative conformal moduli of pairs
of boundary components.

Some calculations of Orlicz cohomology

Yaroslav Kopylov

Sobolev Institute of Mathematics
email: yakop@math.nsc.ru

We carry out calculations of Orlicz cohomology for some basic Riemannian
manifolds (the real line, the hyperbolic plane, the ball). We also discuss how
Orlicz cohomology is related to Poincaré–Sobolev–Orlicz type inequalities.

This is a joint work with Prof. V. Gol′dshtein.

*The author was partially supported by the Russian Foundation for Basic Research (Grant
17-01-00875-a (2017–2019)).
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Subtwistor bundle over four-dimensional sphere

Evgeniy Kornev

Kemerovo State University
email: q148@mail.ru

Let 𝑀 be a smooth manifold of arbitrary dimension 𝑛 ≥ 3 and Ω be a skew-
symmetric 2-form on 𝑀 . A radical of 2-form Ω at the point 𝑥 ∈𝑀 is a subspace
rad Ω𝑥 of the tangent space 𝑇𝑥𝑀 formed as

rad Ω𝑥 = {𝑣 ∈ 𝑇𝑥𝑀 : Ω𝑥(𝑣, ·) = 0},

where Ω(𝑣, ·) denotes that the second vector argument can be an arbitrary vector
from 𝑇𝑥𝑀 . Note that a radical can also be well-defined for any bilinear form at
the point 𝑥. It is easy to see that at the point 𝑥 there is always a tangent subspace
𝐷𝑥 such that the restriction of 2-form Ω𝑥 to 𝐷𝑥 is a non-degenerate 2-form, and
dim𝐷𝑥 is always an even number for any 𝑛. This tangent subspace is called the
work subspace.

An affinor associated with 2-form Ω𝑥 at the point 𝑥 ∈𝑀 is an endomorphism
Φ𝑥 of the tangent space 𝑇𝑥𝑀 that satisfies the following conditions:

1) ker Φ𝑥 = rad Ω𝑥;

2) Φ2
𝑥|𝐷𝑥 = −id, where id is an identity operator in 𝐷𝑥;

3) Ω𝑥 ∘ Φ𝑥 = Ω𝑥;

4) For all 𝑣 ∈ 𝑇𝑥𝑀 we have Ω𝑥(𝑣,Φ𝑥𝑣) ≥ 0.

The properties of affinor Φ𝑥 imply that the bilinear form

Ω𝑥(𝑣,Φ𝑥𝑤), 𝑣, 𝑤 ∈ 𝑇𝑥𝑀,

is the inner product in the Work Subspace 𝐷𝑥 and is equal to zero when either
𝑣 or 𝑤 belongs to rad Ω𝑥.

A radical metric for 2-form Ω𝑥 at the point 𝑥 ∈𝑀 is a symmetric 2-form 𝛽𝑥
such that rad𝛽𝑥 = 𝐷𝑥 and the restriction of 𝛽𝑥 to rad Ω𝑥 is an inner product in
rad Ω𝑥.

In the work [1] we define the concept of subtwistor structure on a manifold
of arbitrary dimension. We define the subtwistor structure with the radical of
rank 𝑟 at the point 𝑥 ∈𝑀 as the quadruple (Ω𝑥, 𝐷𝑥,Φ𝑥, 𝛽𝑥) where Ω𝑥 is a skew-
symmetric 2-form with the radical of dimension 𝑟 at the point 𝑥, 𝐷𝑥 is a fixed
work subspace for Ω𝑥, Φ𝑥 is an affinor associated with Ω𝑥, and 𝛽𝑥 is a radical
metric for Ω𝑥. This subtwistor structure induces the inner product

(𝑣, 𝑤)𝑥 = Ω𝑥(𝑣,Φ𝑥𝑤) + 𝛽(𝑣, 𝑤)

in 𝑇𝑥𝑀 .
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A subtwistor bundle with radical of rank 𝑟 over manifold 𝑀 is a bundle 𝑃
over 𝑀 with the projection 𝜋 : 𝑃 ↦→𝑀 such that for any point 𝑥 ∈𝑀 the fibre
𝜋−1(𝑥) is a variety of all subtwistor structures with the radical of rank 𝑟 at the
point 𝑥 as defined above.

We describe the subtwistor bundle over four-dimensional sphere 𝑆4 and show
that 𝑆4 admits only subtwistor bundle with the radical of rank 0 or 2. A sub-
twistor bundle with the radical of rank 0 over 𝑆4 is a two-leaf covering of a
classical subtwistor bundle over 𝑆4 and is isomorphic to H𝑃 1×C𝑃 3×Z2, where
H𝑃𝑛 is a quaternion projective space of dimension 𝑛, C𝑃𝑛 is a complex projective
space of dimension 𝑛, and Z2 is the discrete group {1,−1}. A subtwistor bundle
with the radical of rank 2 over 𝑆4 is a manifold isomorphic to C𝑃 1×C𝑃 2×SM(2),
where SM(2) is a variety of symmetric non-degenerate positive-defined matrices
2×2. Additionaly, the structure of the subtwistor bundle with the radical of rank
0 over 𝑆4 allows to prove that 𝑆4 does not admit an almost complex structure
as well as a non-degenerate skew-symmetric 2-form.
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The generalized polar transform conformally-flat
metrics of positive one-dimensional curvature
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Let 𝑅 be a real number line, 𝑅𝑛+1 be Euclidean (𝑛+1)-dimensional arithmetic
space, 𝑀𝑛+2 = 𝑅𝑛+1 × 𝑅 be a pseudo-Euclidean space, scalar square of vector
𝑤 = [𝑥, 𝜁] ∈ 𝑀𝑛+2 in which is ⟨𝑤⟩2 = |𝑥|2 − 𝜁2, where |𝑥|2 – scalar square of
vector 𝑥 ∈ 𝑅𝑛+1. Denote by

𝐶+ =
{︀

[𝑥, 𝜁] ∈𝑀𝑛+2 : |𝑥|2 − 𝜁2 = 0, 𝜁 > 0
}︀
,

the upper part of an isotropic cone in 𝑀𝑛+2.

*The work was supported by the Russian Foundation for basic research (project code 18-
47-860016, 18-01-00620), supported by the Ugra State University Science Foundation No. 13-
01-20/10.

89

mailto:mavi@inbox.ru


Lemma 1. Let on a unit sphere 𝑆𝑛 ⊂ R𝑛+1 the conformal-plane metric be given

𝑑𝑠2 =
𝑑𝑥2

𝑓2(𝑥)
, 𝑥 ∈ 𝑆𝑛 ⊆ R𝑛+1,

where 𝑓(𝑥) is a function of class 𝐶1. Then the canonical isometric embedding
specified by the formula is defined

𝑍 : 𝑥 ∈ 𝑆𝑛 →
[︂

𝑥

𝑓(𝑥)
,

1

𝑓(𝑥)

]︂
∈ 𝐶+. (1)

Image 𝑍(𝑆𝑛) = 𝐹 ⊆ 𝐶+ is a space-like 𝑛-dimensional surface. It identifies
conformally-flat metric on the surface 𝐹 . Suppose that the function 𝑓(𝑥) is
smooth enough, then the surface 𝐹 is regular, and at each point 𝑍(𝑥) ∈ 𝐹 is
defined tangent 𝑛-dimensional space 𝑇𝑥(𝐹 ). There is a single vector 𝑍*(𝑥) ∈ 𝐶+

such that
⟨𝑍,𝑍*⟩ = −1, 𝑍* ⊥ 𝑇𝑥(𝐹 ),

where orthogonality is understood with respect to the scalar products in 𝑀𝑛+2.

Lemma 2. Let the function 𝑓(𝑥), which gives a conformally flat metric, by
homogeneity extended to all space R𝑛+1. Then the vector 𝑍* is explicitly expressed
in 𝑓 and ∇𝑓 in 𝑅𝑛+1:

𝑍*(𝑥) =

[︂
−∇𝑓 +

|∇𝑓 |2

2𝑓
𝑥,
|∇𝑓 |2

2𝑓

]︂
, (2)

where 𝑥 ∈ 𝑆𝑛 ⊂ R𝑛+1, ∇𝑓 gradient functions 𝑓 in space R𝑛+1.

Definition 1. If the point 𝑍 ∈ 𝐹 runs through the surface 𝐹 , then the point 𝑍*

runs through the dual surface 𝐹 *. The corresponding conformal-flat the metric

𝑑𝑠*2 = 𝑑𝑦2

𝑓*2(𝑦)
, 𝑦 ∈ 𝑆𝑛, is called polar to the original metric [1–7]. Comparing

formulas (1) and (2) we have:[︂
−∇𝑓 +

|∇𝑓 |2

2𝑓
𝑥,
|∇𝑓 |2

2𝑓

]︂
≡
[︂

𝑦

𝑓*(𝑦)
,

1

𝑓*(𝑦)

]︂
.

From where we get the formulas for the transition to the polar conformal flat
metric:

𝑓*(𝑦) =
2𝑓(𝑥)

|∇𝑓 |2
, 𝑦 = 𝑥− 2𝑓(𝑥)

∇𝑓
|∇𝑓 |2

. (3)

Lemma 3. Let 𝑓 : 𝑅𝑛+1 → 𝑅 be an arbitrary homogeneous power of one function
by 𝑅𝑛+1. Mapping 𝐻𝑓 : 𝑆𝑛 → 𝑆𝑛 defined by the formula

𝐻𝑓 : 𝑥 ∈ 𝑆𝑛 → 𝑥− 2𝑓(𝑥)
∇𝑓
|∇𝑓 |2

∈ 𝑆𝑛, (4)
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saves the norm of the vector: |𝐻𝑓 (𝑥)| = |𝑥|.

Definition 2. The mapping 𝐻𝑓 is called the conformal gradient of the function
𝑓 . If the mapping 𝐻𝑓 has the inverse 𝐻−1

𝑓 , then the polar metric is defined by
the function:

𝑓*(𝑦) =
2𝑓(𝑥)

|∇𝑓 |2

⃒⃒⃒⃒
𝑥=𝐻−1

𝑓 (𝑦)

.

Note. From the definition (1) follows the duality of the metric 𝑑𝑠2 = 𝑑𝑥2

𝑓2(𝑥) ,

𝑥 ∈ 𝑆𝑛 and the metric 𝑑𝑠*2 = 𝑑𝑦2

𝑓*2(𝑦)
, 𝑦 ∈ 𝑆𝑛. Therefore, under an appropriate

regularity of the functions 𝑓*(𝑦) there are equalities:

𝑓*(𝑦) =
2𝑓(𝑥)

|∇𝑓(𝑥)|2
, 𝑦 = 𝑥− 2𝑓(𝑥)

∇𝑓(𝑥)

|∇𝑓(𝑥)|2
,

𝑓(𝑥) =
2𝑓*(𝑦)

|∇𝑓*(𝑦)|2
, 𝑥 = 𝑦 − 2𝑓*(𝑦)

∇𝑓*(𝑦)

|∇𝑓*(𝑦)|2
.

(5)

Theorem. In the presence of the corresponding regularity and positivity of the

one-dimensional sectional curvature of the metric 𝑑𝑠2 = 𝑑𝑥2

𝑓2(𝑥) , 𝑥 ∈ 𝑆
𝑛 are equal:

𝑓*(𝑦) = max
𝑥∈𝑆𝑛

‖𝑥− 𝑦‖2

2𝑓(𝑥)
, 𝑓(𝑥) = max

𝑦∈𝑆𝑛
‖𝑥− 𝑦‖2

2𝑓*(𝑦)
, (6)

where ‖𝑥− 𝑦‖ is the chord distance between the points 𝑥, 𝑦 ∈ 𝑆𝑛.

Formulas (6) allow us to abandon the regularity and positivity of one-dimensional
sectional curvature in determining the polar transformation of a conformally flat
metric and formulate

Definition 2. The generalized polar transform conformally-flat metrics:

𝑓*(𝑦) = max
𝑥∈𝑆𝑛

‖𝑥− 𝑦‖2

2𝑓(𝑥)
, 𝑓**(𝑥) = max

𝑦∈𝑆𝑛
‖𝑥− 𝑦‖2

2𝑓*(𝑦)
, (6)

where ‖𝑥−𝑦‖ is the chord distance between points 𝑥, 𝑦 ∈ 𝑆𝑛, from the positivity
of one-dimensional sectional curvature the equation 𝑓**(𝑥) ≡ 𝑓(𝑥) follows.

References

1. Slavsky V. V. Conformally flat metrics bound curve on 𝑛-dimensional sphere,
Studies on geometry ”in General” and mathematical analysis. Novosibirsk: Sci-
ence, 1987. V. 9, P. 183–199.

2. Slavskii V. V. Conformally flat metrics and the geometry of the pseudo-Euclidean
space, Siberian Math. J. 35:3 (1994), 674–682.

91



3. Balashchenko V. V., Nikonorov Yu. G., Rodionov E. D., Slavsky V. V. Homo-
geneous spaces: theory and applications: monograph. Khanty-Mansiysk: Poly-
graphist, 2008.

4. Rodionov E. D., Slavsky V. V. one-Dimensional sectional curvature of Rieman-
nian variations, Reports Academy of Sciences 387:4 (2002), 454–457.

5. Nikonorov Yu. G., Rodionov E. D., Slavskii V. V. Geometry of homogeneoues Rie-
mannian manifolds, J. Math. Sci. 146:2 (2007), 6313–6390.

6. Kurkina M. V., Rodionov E. D., Slavskii V. V. Conformally Convex Functions and
Conformally Flat Metrics of Nonnegative Curve, Doklady Math. 91:3 (2015), 1–3.

7. Rodionov E. D., Slavsky V. V. Polar transform of conformally flat metrics, Siberian
Adv. Math. 28:2 (2018), 101–114.

The Boolean valued Ando theorem

Anatoly Kusraev𝑎, Semën Kutateladze𝑏
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The famous Ando Theorem states that a Banach lattice 𝑋 of dimension ≥ 3
is isometrically lattice isomorphic to 𝐿𝑝(Ω,Σ, 𝜇) for some 1 ≤ 𝑝 ∈ R and measure
space (Ω,Σ, 𝜇) or to 𝑐0(Γ) for some nonempty set Γ if and only if each closed
sublattice of 𝑋 is the image of a positive contractive projection (see, for example,
[1, Theorem 1.b.8]) or [2, Theorem 2.7.13]. Below we present a counterpart of
the Ando Theorem for the class of B-cyclic Banach lattices obtained by using the
Boolean valued transfer principle for injective Banach lattices, see [2] for details.
Unexplained terms can be found in books [3, 4].

Theorem. Let B be a complete Boolean algebra and let 𝑄 be the Stone repre-
sentation space of B. The following are equivalent for a B-cyclic Banach lattice
𝑋 satisfying the condition B-dim ≥ 3:

(1) There is a positive contractive projection onto any B-complete closed sub-
lattice in 𝑋 that commutes with the projections from B.

(2) There is a partition of unity (𝜋𝛾)𝛾∈Γ∪{0} in B, where Γ is a nonempty set
of cardinals, such that 𝜋0𝑋 ≃𝜋0B 𝐿

𝑝(Φ) for some 1 ≤ 𝑝 ∈ Λ𝑢 and an injective
Banach lattice 𝐿 := 𝐿1(Φ) with M(𝐿) ≃ 𝜋0B and 𝜋𝛾𝑋 ≃𝜋𝛾B 𝐶#(𝑄𝛾 , 𝑐0(𝛾)) for
all 𝛾 ∈ Γ, where 𝑄𝛾 is a clopen subset of 𝑄 corresponding to the projection 𝜋𝛾 .

92

mailto:kusraev@smath.ru
mailto:sskut@math.nsc.ru


References

1. Lindenstrauss J., Tzafriri L. Classical Banach Spaces. Vol. 2. Function Spaces,
Springer-Verlag, Berlin etc., 1979.

2. Meyer-Nieberg P. Banach Lattices. Berlin etc.: Springer, 1991.

3. Kusraev A. G., Kutateladze S. S. Two applications of Boolean valued analysis,
Siberian Math. J. 60:5 (2019).

4. Kusraev A. G., Kutateladze S. S. Boolean Valued Analysis: Selected Topics.
Vladikavkaz: Vladikavkaz Scientific Center Press, 2014.

On representation of homogeneous polynomials
in vector lattices
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Polynomials over infinite-dimensional spaces, appeared at the end of the 19th
century and from the very beginning were associated with the studies on infinite-
dimensional holomorphy. Relevant historical notes can be found in the book [1].
Despite the fact that the algebraic and linear-topological study of polynomials
has a long history and is well represented in literature, the study of the order
properties of polynomials has begun only recently, starting with [2].

Let 𝑋 and 𝑌 be vector spaces, 1 ≤ 𝑛 ∈ N. A mapping 𝑃 : 𝑋 → 𝑌 is said
to be an 𝑛-homogeneous polynomial if 𝑃 (𝑥) = 𝜙(𝑥, . . . , 𝑥) (𝑥 ∈ 𝑋) for some
multilinear operator 𝜙 : 𝑋𝑛 → 𝑌 . In this event 𝜙 is called generating. If 𝜙 is
symmetric, then it is a unique for 𝑃 and is called the associated operator.

Assume now that 𝐸 and 𝐹 are vector lattices, see [3]. (All vector lattices are
assumed to be Archimedean). A homogeneous polynomial 𝑃 : 𝐸 → 𝑌 is called
orthogonally additive whenever 𝑃 (𝑥 + 𝑦) = 𝑃 (𝑥) + 𝑃 (𝑦) for any pair of disjoint
members 𝑥, 𝑦 ∈ 𝐸. If 𝑃 : 𝐶(𝑄)→ 𝑌 is an orthogonally additive 𝑠-homogeneous
polynomial with 𝑄 an arbitrary compactum and 𝑌 a Banach space, then there
exists a unique bounded linear operator 𝑆 : 𝐶(𝑄)→ 𝑌 such that 𝑃 (𝑓) = 𝑆(𝑓𝑛)
for all 𝑓 ∈ 𝐶(𝑄), see [4]. Below we present two general representation results of
this type. Let 𝑌 be a bornological space and 𝐸 is considered with the bornology of
order bounded sets. Denote by 𝒫𝑏𝑜(𝑛𝐸;𝐹 ) the space of all bounded orthogonally
additive 𝑛-homogeneous polynomials from 𝐸 to 𝑌 and 𝐿𝑏(𝐸, 𝑌 ) := 𝒫𝑏𝑜(1𝐸, 𝑌 ).
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For every vector lattice 𝐸 and every natural 𝑛 ∈ N there exists a unique
(up to lattice isomorphism) vector lattice 𝐸𝑛⊙ and an odd order isomorphism
𝜄𝑛 : 𝐸 → 𝐸𝑛⊙ such that the mapping 𝑥 ↦→ 𝑥𝑛⊙ := 𝜄𝑛(𝑥+) + (−1)𝑛𝜄𝑛(𝑥−) (𝑥 ∈ 𝐸)
is an orthogonally additive 𝑛-homogeneous polynomial.

Theorem 1 [5]. Let 𝐸 be a vector lattice, 𝑌 convex bornological space. Then for
every bounded orthogonally additive 𝑛-homogeneous polynomial 𝑃 : 𝐸 → 𝑌 there
exists a unique bounded linear operator 𝑆 : 𝐸𝑛⊙ → 𝑌 such that

𝑃 (𝑥) = 𝑆(𝑥𝑛⊙) (𝑥 ∈ 𝐸).

Moreover the correspondence 𝑃 ↔ 𝑆 is an isomorphism 𝒫𝑏𝑜(𝑛𝐸, 𝑌 ) ≃ 𝐿𝑏(𝐸𝑛⊙, 𝑌 ).

Say that vector lattices 𝐺1, . . . , 𝐺𝑛 admit product in a vector lattice 𝐹 if for
any choice of a unital 𝑓 -algebra multiplication * in the universal completion 𝐹𝑢

there exist vector sublattices 𝐹1, . . . , 𝐹𝑛 of 𝐹𝑢 such that the set

𝐹1 * · · · * 𝐹𝑛 := {𝑓1 * · · · * 𝑓𝑛 : 𝑓𝑘 ∈ 𝐹𝑘, 𝑘 = 1 . . . , 𝑛}

is contained in 𝐹 and 𝐺𝑗 is lattice isomorphic to 𝐹𝑗 for all 𝑗 = 1, . . . , 𝑛. In this
case 𝐺𝑘 and 𝐹𝑘 are identified for all 𝑘 = 1, . . . , 𝑛. Denote

𝐾𝑛(𝑚) := {(𝑘1, . . . , 𝑘𝑚) ∈ N𝑚 : 𝑘1 + · · ·+ 𝑘𝑚 = 𝑛}.

Theorem 2 [6]. Let 𝐸 and 𝐹 be vector lattices with 𝐹 Dedekind complete and
let 𝑃 be an 𝑛-homogeneous polynomial from 𝐸 to 𝐹 . The following conditions
are equivalent:

(1) 𝑃 is generated by an order bounded disjointness preserving (not necessarily
symmetric) 𝑛-linear operator 𝑇 from 𝐸𝑛 to 𝐹 .

(2) There exist vector lattices 𝐹1, . . . , 𝐹𝑛 admitting product * in 𝐹 , lattice
homomorphisms 𝑇𝑘 from 𝐸 to 𝐹𝑘, 𝑘 = 1, . . . , 𝑛, and a partition of unity 𝜚1, . . . , 𝜚𝑛
in P(𝐹 ), such that for every 𝑚 ≤ 𝑛 there exists a disjoint family {𝑎𝑘1,...,𝑘𝑚 :
(𝑘1, . . . , 𝑘𝑚) ∈ 𝐾𝑛(𝑚)} in 𝒵(𝐹 ) such that for all 𝑥 ∈ 𝐸 the representation holds:

𝑃 (𝑥) =

𝑛∑︁
𝑚=1

𝜚𝑚
∑︁

(𝑘1,...,𝑘𝑚)∈𝐾𝑛(𝑚)

𝑎𝑘1,...,𝑘𝑚

(︁
𝑇1(𝑥)𝑘1⊙ * . . . * 𝑇𝑚(𝑥)𝑘𝑚⊙

)︁
.

This is a fundamentally different type of monomial decomposition, since linear
operators (lattice homomorphisms) appear instead of variables.
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Consider a four-dimensional analytic manifold 𝑀 , which is locally diffeomor-
phic to the direct product of the three-dimensional analytic manifold 𝑁 and
one-dimensional analytic manifold 𝐿. We construct a function of a pair of points
𝑓 : 𝑀 ×𝑀 → 𝑅 with an open and dense domain of definition 𝑆𝑓 ⊂ 𝑀2 using
the following formula:

𝑓 = 𝜒(𝑔(𝜋1(ℎ), 𝜋1(ℎ)), 𝜋2(ℎ), 𝜋2(ℎ)), (1)

where ℎ : 𝑀 → 𝑁 × 𝐿 is a local diffeomorphism, 𝜋1 : 𝑁 × 𝐿 → 𝑁 and 𝜋2 :
𝑁 × 𝐿 → 𝐿 are projections, 𝑔 : 𝑁 × 𝑁 → 𝑅 is the function of a pair of points
with an open and dense domain 𝑆𝑔 in 𝑁2, 𝜒 : 𝑅×𝐿×𝐿→ 𝑅 is a nondegenerate
function. All the functions listed here are analytical.

The embedding method is used to construct a classification of four-dimensional
geometries of local maximum mobility. The functions of a pair of points (1) are
found by the known functions of a pair of points 𝑔 of three-dimensional geome-
tries. The main results are published in [1–4].

The list of functions of a pair of points of three-dimensional geometries of
local maximum mobility:

𝑔(𝐴,𝐵) = sin 𝑧𝐴 sin 𝑧𝐵 [sin 𝑦𝐴 sin 𝑦𝐵 cos(𝑥𝐴−𝑥𝐵) + cos 𝑦𝐴 cos 𝑦𝐵 ] + cos 𝑧𝐴 cos 𝑧𝐵 ;

𝑔(𝐴,𝐵) = ch 𝑧𝐴 ch 𝑧𝐵 [sh 𝑦𝐴 sh 𝑦𝐵 cos(𝑥𝐴 − 𝑥𝐵)− ch 𝑦𝐴 ch 𝑦𝐵 ] + sh 𝑧𝐴 sh 𝑧𝐵 ;
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𝑔(𝐴,𝐵) = sh 𝑧𝐴 sh 𝑧𝐵 [sh 𝑦𝐴 sh 𝑦𝐵 cos(𝑥𝐴 − 𝑥𝐵)− ch 𝑦𝐴 ch 𝑦𝐵 ] + ch 𝑧𝐴 ch 𝑧𝐵 ;

𝑔(𝐴,𝐵) = sh 𝑧𝐴 sh 𝑧𝐵 [sh 𝑦𝐴 sh 𝑦𝐵 ch(𝑥𝐴 − 𝑥𝐵)− ch 𝑦𝐴 ch 𝑦𝐵 ] + ch 𝑧𝐴 ch 𝑧𝐵 ;

𝑔(𝐴,𝐵) = (𝑥𝐴 − 𝑥𝐵)2 + (𝑦𝐴 − 𝑦𝐵)2 + (𝑧𝐴 − 𝑧𝐵)2;

𝑔(𝐴,𝐵) = (𝑥𝐴 − 𝑥𝐵)2 + (𝑦𝐴 − 𝑦𝐵)2 − (𝑧𝐴 − 𝑧𝐵)2;

𝑔(𝐴,𝐵) = 𝑥𝐴𝑦𝐵 − 𝑥𝐵𝑦𝐴 + 𝑧𝐴 − 𝑧𝐵 ;

𝑔(𝐴,𝐵) =
𝑦𝐴 − 𝑦𝐵
𝑥𝐴 − 𝑥𝐵

+ 𝑧𝐴 + 𝑧𝐵 ;

𝑔(𝐴,𝐵) =
𝑦𝐴 − 𝑦𝐵
𝑥𝐴 − 𝑥𝐵

𝑒𝑧𝐴+𝑧𝐵 ;

𝑔(𝐴,𝐵) = arctg
𝑦𝐴 − 𝑦𝐵
𝑥𝐴 − 𝑥𝐵

+ 𝑧𝐴 + 𝑧𝐵 ;

𝑔(𝐴,𝐵) = ((𝑥𝐴 − 𝑥𝐵)2 + (𝑦𝐴 − 𝑦𝐵)2)𝑒2𝑧𝐴+2𝑧𝐵 ;

𝑔(𝐴,𝐵) = ((𝑥𝐴 − 𝑥𝐵)2 − (𝑦𝐴 − 𝑦𝐵)2)𝑒2𝑧𝐴+2𝑧𝐵 ;

𝑔(𝐴,𝐵) = ((𝑥𝐴 − 𝑥𝐵)2 + (𝑦𝐴 − 𝑦𝐵)2)𝑒
2𝛾arctg

𝑦𝐴 − 𝑦𝐵
𝑥𝐴 − 𝑥𝐵

+2𝑧𝐴+2𝑧𝐵
;

𝑔(𝐴,𝐵) = 𝛽 ln(𝑦𝐴 − 𝑦𝐵) + 𝜀 ln(𝑥𝐴 − 𝑥𝐵) + 𝑧𝐴 + 𝑧𝐵 ;

𝑔(𝐴,𝐵) = (𝑥𝐴 − 𝑥𝐵)2𝑒
2
𝑦𝐴 − 𝑦𝐵
𝑥𝐴 − 𝑥𝐵

+2𝑧𝐴+2𝑧𝐵
,

where (𝑥𝐴, 𝑦𝐴, 𝑧𝐴) are the local coordinates of the point 𝐴 of the manifold 𝑁 ,
𝛽, 𝛾 = const, 𝛾 ̸= 0, 𝛽 ̸= 0,±1, 𝜀 = ±1.

The list of functions of a pair of points of four-dimensional geometries of local
maximum mobility:

𝑓(𝐴,𝐵) = sin𝑤𝐴 sin𝑤𝐵 [sin 𝑧𝐴 sin 𝑧𝐵 [sin 𝑦𝐴 sin 𝑦𝐵 cos(𝑥𝐴−𝑥𝐵) + cos 𝑦𝐴 cos 𝑦𝐵 ]+

+ cos 𝑧𝐴 cos 𝑧𝐵 ] + cos𝑤𝐴 cos𝑤𝐵 ;

𝑓(𝐴,𝐵) = ch𝑤𝐴 ch𝑤𝐵 [ch 𝑧𝐴 ch 𝑧𝐵 [sh 𝑦𝐴 sh 𝑦𝐵 cos(𝑥𝐴 − 𝑥𝐵)− ch 𝑦𝐴 ch 𝑦𝐵 ]+

+ sh 𝑧𝐴 sh 𝑧𝐵 ] + sh𝑤𝐴 sh𝑤𝐵 ;

𝑓(𝐴,𝐵) = sh𝑤𝐴 sh𝑤𝐵 [ch 𝑧𝐴 ch 𝑧𝐵 [sh 𝑦𝐴 sh 𝑦𝐵 cos(𝑥𝐴 − 𝑥𝐵)− ch 𝑦𝐴 ch 𝑦𝐵 ]+

+ sh 𝑧𝐴 sh 𝑧𝐵 ] + ch𝑤𝐴 ch𝑤𝐵 ;

𝑓(𝐴,𝐵) = ch𝑤𝐴 ch𝑤𝐵 [sh 𝑧𝐴 sh 𝑧𝐵 [sh 𝑦𝐴 sh 𝑦𝐵 cos(𝑥𝐴 − 𝑥𝐵)− ch 𝑦𝐴 ch 𝑦𝐵 ]+

+ ch 𝑧𝐴 ch 𝑧𝐵 ]− sh𝑤𝐴 sh𝑤𝐵 ;
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𝑓(𝐴,𝐵) = ch𝑤𝐴 ch𝑤𝐵 [sh 𝑧𝐴 sh 𝑧𝐵 [sh 𝑦𝐴 sh 𝑦𝐵 ch(𝑥𝐴 − 𝑥𝐵)− ch 𝑦𝐴 ch 𝑦𝐵 ]+

+ ch 𝑧𝐴 ch 𝑧𝐵 ]− sh𝑤𝐴 sh𝑤𝐵 ;

𝑓(𝐴,𝐵) = (𝑥𝐴 − 𝑥𝐵)2 + (𝑦𝐴 − 𝑦𝐵)2 + (𝑧𝐴 − 𝑧𝐵)2 + (𝑤𝐴 − 𝑤𝐵)2;

𝑓(𝐴,𝐵) = (𝑥𝐴 − 𝑥𝐵)2 + (𝑦𝐴 − 𝑦𝐵)2 + (𝑧𝐴 − 𝑧𝐵)2 − (𝑤𝐴 − 𝑤𝐵)2;

𝑓(𝐴,𝐵) = (𝑥𝐴 − 𝑥𝐵)2 + (𝑦𝐴 − 𝑦𝐵)2 − (𝑧𝐴 − 𝑧𝐵)2 − (𝑤𝐴 − 𝑤𝐵)2;

𝑓(𝐴,𝐵) = ((𝑥𝐴 − 𝑥𝐵)2 + (𝑦𝐴 − 𝑦𝐵)2 + (𝑧𝐴 − 𝑧𝐵)2)𝑒𝑤𝐴+𝑤𝐵 ;

𝑓(𝐴,𝐵) = ((𝑥𝐴 − 𝑥𝐵)2 + (𝑦𝐴 − 𝑦𝐵)2 − (𝑧𝐴 − 𝑧𝐵)2)𝑒𝑤𝐴+𝑤𝐵 ;

𝑓(𝐴,𝐵) = 𝑥𝐴𝑦𝐵 − 𝑥𝐵𝑦𝐴 + 𝑧𝐴𝑤𝐵 − 𝑧𝐵𝑤𝐴,

where (𝑥𝐴, 𝑦𝐴, 𝑧𝐴, 𝑤𝐴) are the local coordinates of the point 𝐴 of the manifold 𝑀 .
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Complex and real Hurwitz numbers:
from symmetric groups to new algebras
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email: lando@hse.ru

Conventional Hurwitz numbers enumerate meromorphic functions on complex
curves with prescribed ramification over a finite collection of points in the complex
projective line. They can be also expressed in terms of connection coefficients in
the centers of the group algebras of symmetric groups. Simple Hurwitz numbers
(those enumerating ramified coverings with all of the ramification points but
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one being simple) are closely related to the Kadomtsev–Petviashvili integrable
hierarchy of partial differential equations of mathematical physics.

The talk will be devoted to the real version of Hurwitz numbers, which is
much less studied than the complex one. These real Hurwitz numbers enumerate
real meromorphic functions on real algebraic curves, with prescribed ramification
type over finitely many real points. In the real case, the group algebras of the
symmetric groups must be replaced by certain other algebras, which we call the
algebras of transitions. Multiplication in these algebras is more complicated,
but, nevertheless, it allows one to write out partial differential equations for the
generating functions for real Hurwitz numbers. However, currently it is unclear,
whether these partial differential equations are related to any integrable systems.
Many other natural questions also are open.

The talk will be based on the preprint [1].
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Linear ordering of classes of 𝑊 1,2-extension domains
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Let for any open set 𝐺 ∈ R𝑛 be defined some space ℱ(𝐺) of functions 𝑓 :
𝐺→ R. We will use the usual abbreviation ℱ = ℱ(R𝑛). The function 𝑓𝑒𝑥𝑡 ∈ ℱ
is called an extension of the function 𝑓 ∈ ℱ(𝐺), if 𝑓𝑒𝑥𝑡|𝐺 = 𝑓 . The set 𝐺 is called
the ℱ-extension set for function 𝑓 ∈ ℱ(𝐺) if there is an extension 𝑓𝑒𝑥𝑡 ∈ ℱ . The
set of open ℱ-extended sets is denoted by Ext(ℱ).

Examples known to the author show that if the domain𝐺 belongs to Ext(𝑊 1,𝑝)
or Ext (𝐿1,𝑝), then 𝐺 belongs to Ext(𝑊 𝑘,𝑝) or Ext(𝐿𝑘,𝑝) for all natural 𝑘 > 1.
(𝑊 𝑘,𝑝, 𝐿𝑘,𝑝 - Sobolev spaces): [1–3].

Notations. Let 𝛼 be a multi-index, 𝑘 ∈ N.

𝐻𝑘(𝐺) is the space of functions 𝑓 ∈ 𝐿2, 𝑙𝑜𝑐(𝐺) that have weak partial deriva-
tives of all orders from 1 to 𝑘, belonging to 𝐿2(𝐺), 𝑊 𝑘,2(𝐺) = 𝐻𝑘(𝐺) ∩ 𝐿2(𝐺).
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The inner product and seminorm in 𝐻𝑘(𝐺).

⟨𝑢, 𝑣⟩𝐻𝑘(𝐺) =

∫︁
𝐺

∑︁
1≤|𝛼|≤𝑘

𝐷𝛼𝑢 ·𝐷𝛼𝑣 𝑑𝑥, ‖𝑓‖𝐻𝑘(𝐺) =
√︁
⟨𝑓, 𝑓⟩𝐻𝑘(𝐺).

Definition. Let a domain 𝐺 ⊂ R𝑛 belong to the class Ext(𝐻1).
𝐸𝑓 = {𝐹 ∈ 𝐻1 : 𝐹 |𝐺 = 𝑓} is called the set of extensions of the function 𝑓 .

Theorem. If a bounded domain 𝐺 ∈ R𝑛 belongs to the class Ext(𝐻1), then
𝐺 ∈Ext(𝐻𝑘) for 𝑘 ∈ N.

Scheme of proof.

1) Let 𝑓 ∈ 𝐻1(𝐺). ℰ𝑓 is convex closed set in a Hilbert spaceℋ1(R𝑛), therefore
ℰ𝑓 contains a unique minimal element ℎ, which we call the minimal extension:

‖ℎ‖2ℋ1 = min

{︂∫︁
R𝑛

|∇𝐹 |2𝑑𝑥, 𝐹 ∈ ℰ𝑓
}︂
.

Function ℎ is a harmonic on the open set Ω = R𝑛 ∖𝐺.

2) Let 𝐺 ∈Ext(𝐻1), 𝑓 ∈ 𝐻1(𝐺) and 𝐹 ∈ 𝐻1 be an extension of the function
𝑓 , moreover 𝐹 |Ω is a harmonic function. Such an extension is called harmonic.

The harmonic extension is unique and coincides with the minimal extension
of ℎ.

3) Let 𝐺 ∈Ext(𝐻1 and 𝑓 ∈ 𝐻2(𝐺), then 𝑓 ∈ 𝐻1(𝐺), therefore there is
minimal extension ℎ. In this case, ℎ ∈ 𝐻2, that is, 𝐺 ∈ Ext(𝐻2).

4) If 𝐺 ∈Ext(𝐻𝑘), then 𝐺 ∈Ext(𝐻𝑘+1).
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Reduced modules in the geometric theory of functions
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The reduced module concept based on the properties of the modules of families
of curves, which first appeared in the work of Teichmüller [1], was firmly included
in the list of important metric characteristics of flat and spatial domains and
found numerous applications in the geometric theory of functions. Analysis of
the condenser capacitance behavior in the degeneration of one of its plates led
to another the reduced module definition, which directly connected with the
concept of the inner (conformal) radius of a domain at a point and which has
found applications in geometric theory of functions and mathematical physics
(see [2–4]). Based on the same connections, a new progress to the concept of a
reduced module was proposed by Dubinin [5], who developed a comprehensive
approach to the definition of this concept, which made it possible to significantly
expand the scope of its possible applications.

In our talk we present various options for defining and applying the concept
of a reduced modules. In particular, the definition of Dubinin [5] extends to the
case of reduced 𝑝-modules of open spatial sets with respect to system of interior
points with weight functions corresponding to these points. The basis for this
is the connection established by the author between the reduced 𝑝-module with
respect to a fixed point and its 𝑝-harmonic inner radius. (see [7, 8]).

Let 𝐵 ⊂ 𝐸𝑛 be an open set, 𝐵 ̸= 𝐸𝑛, 1 < 𝑝 ≤ 𝑛. In this set, we consider the

set of interior points 𝑋 = {𝑥𝑙} and the system of functions Ψ𝑝 =
{︁
𝜓
(𝑝)
𝑙 (𝑟)

}︁
, 𝑙 =

1, 2, . . . ,𝑚, where 𝜓
(𝑝)
𝑙 (𝑟) =

{︃
𝑟𝛽𝑙 , 𝑝 = 𝑛

𝜈𝑙𝑟, 1 < 𝑝 < 𝑛
, and 𝜈𝑙, 𝛽𝑙 are arbitrary positive

numbers. We choose 𝑟 > 0 so small that the balls 𝑉 (𝑥𝑙, 𝜓
(𝑝)
𝑙 (𝑟)) do not intersect

in pairs and lie entirely in the set B. We define the 𝑝-module of the condenser

(𝐵,𝑋,Ψ𝑝(𝑟)) =

(︂
𝐸𝑛∖𝐵,

𝑚⋃︀
𝑙=1

𝑉 (𝑥𝑙, 𝜓
(𝑝)
𝑙 (𝑟))

)︂
by formula

𝑚𝑜𝑑𝑝(𝐵,𝑋,Ψ𝑝(𝑟)) =

(︂
𝑛𝜔𝑛

𝐶𝑎𝑝𝑝(𝐵,𝑋,Ψ𝑝(𝑟))

)︂ 1
𝑝−1

,

where 𝐶𝑎𝑝𝑝(𝐵,𝑋,Ψ𝑝(𝑟)) is p-capacity of condenser [6].
Using the inequality for 𝑝-modules of a system of disjoint condensers separating
the boundary components of the condenser in question, it can be shown that
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there exists

𝑀𝑝(𝐵,𝑋,Ψ𝑝) = lim
𝑟→0

{︃
(𝑚𝑜𝑑𝑛(𝐵,𝑋,Ψ𝑛(𝑟)) + 𝛽 ln 𝑟), 𝑝 = 𝑛,

(𝑚𝑜𝑑𝑝(𝐵,𝑋,Ψ𝑝(𝑟))− 𝜈
𝛾 𝑟

−𝛾), 1 < 𝑝 < 𝑛,

which is called the generalized reduced 𝑝-module of the set B with respect to the

system of points X and the system of functions Ψ𝑝. Here 𝛽 =
(︀∑︀𝑚

𝑙=1 𝛽𝑙
1−𝑛)︀ 1

1−𝑛 ,

𝜈 =
(︁∑︀𝑚

𝑙=1 𝜈
𝛾(𝑝−1)
𝑙

)︁ 1
1−𝑝

, 𝛾 = 𝑛−𝑝
𝑝−1 .

Theorem 1. If the set B consists of m disjoint domains 𝐵𝑙 with a regular
boundary and 𝑥𝑙 ∈ 𝐵𝑙, 𝑙 = 1, 2, ...,𝑚, then we have the equality

𝑀𝑝(𝐵,𝑋,Ψ𝑝) =

{︃
𝛽𝑛
∑︀𝑚
𝑙=1 𝛽

−𝑛
𝑙 ℎ𝑛(𝑥𝑙, 𝐵𝑙), 𝑝 = 𝑛,

𝜈𝑝
∑︀𝑚
𝑙=1 𝜈

𝛾𝑝
𝑙 ℎ𝑝(𝑥𝑙, 𝐵𝑙), 1 < 𝑝 < 𝑛,

where ℎ𝑝(𝑥,𝐵𝑙) is the Roben p-function of the domain 𝐵𝑙 [8].

Theorem 2. If, under the conditions of the previous theorem, the set B belongs
to the domain 𝐷 ⊂ 𝐸𝑛, then

𝑀𝑝(𝐷,𝑋,Ψ𝑝) ≥

{︃
𝛽𝑛
∑︀𝑚
𝑙=1 𝛽

−𝑛
𝑙 ℎ𝑛(𝑥𝑙, 𝐵𝑙), 𝑝 = 𝑛,

𝜈𝑝
∑︀𝑚
𝑙=1 𝜈

𝛾𝑝
𝑙 ℎ𝑝(𝑥𝑙, 𝐵𝑙), 1 < 𝑝 < 𝑛.

These theorems allow one to obtain some results on extreme decomposition
of spatial domains, similar to the results established in [9].
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Analytical solution of Newton’s aerodynamic problem
without the assumption of rotational symmetry

Lev Lokutsievskiy*

Steklov Mathematical Institute of RAS, Lomonosov Moscow State University
email: lion.lokut@gmail.com

The aerodynamic problem on the form of the convex body having minimal
resistance while moving in a rare media was proposed and solved by Sir Isaac
Newton for surfaces in revolution. At the very end of the 20th century, it appears
that the rejection of the hypothesis of axial symmetry allows reducing resistance:
non-axially symmetric bodies with less resistance than symmetric ones of the
same length and cross-section were found. The exact form of the best shape
of bodies with minimal resistance was still unknown. It was considered as a
challenge for experts in optimal control theory. We will present a new result, in
which the body shape in the class of bodies with a vertical symmetry plane is
analytically derived, and its local optimality is proved. The resistance obtained
agrees well with the numerical computations performed by Lachand-Robertand,
Oudet and Wachmuth, which suggests its asymptotic optimality among all convex
bodies.

This is a joint work with professor M. I. Zelikin.
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Boundary value problems for elliptic equations
on model Riemannian manifolds

A. G. Losev

Volgograd State University
email: alexander.losev@volsu.ru

The intrinsic relationship between the classical problems of function theory
and the theory of partial differential equations, on the one hand, and the geom-
etry of Riemannian manifolds, on the other hand, is well known. In particular,
the following statements of problems have developed historically in this field of
mathematics.

1. Find conditions on a Riemannian manifolds guaranteeing that every solu-
tion of a given class is trivial on this manifolds (theorems of the Liouville type).

2. Find conditions on a Riemannian manifolds ensuring the unique solvability
of boundary value problems on this manifold.

One source of this topic is the classification theory of noncompact Riemannian
surfaces. A distinctive property of two-dimensional surfaces of parabolic type is
that they satisfy the Liouville theorem, which states that every positive superhar-
monic function on a given surface is identically constant. This property served as
a basis for the extension of the concepts of parabolicity and hyperbolicity to arbi-
trary Riemannian manifolds. Namely, manifolds on which every lower-bounded
superharmonic function is a constant are called manifolds of parabolic type.

The problems on the existence of nontrivial harmonic and superharmonic
functions naturally lead to the theorems of the Liouville type. However, the class
of Riemannian manifolds containing fairly ample sets of bounded harmonic func-
tions is very broad. In this connection, the solvability of the Dirichlet problem is
of great interest. Note that even the very statement of the Dirichlet problem is of
great a solution of the equation from the boundary data at ¡¡infinity¿¿ encounters
serious difficulties on an arbitrary noncompact Riemannian manifolds. However,
the geometric compactification of a manifold allows one to do this in the ¡¡clas-
sical¿¿ setting in some cases. One class of Riemannian manifolds on which the
statement of boundary value problems has a natural geometric interpretation is
the set of model Riemannian manifolds. In recent years, a number of papers
studying the behavior of solutions of various elliptic equations and inequations
on such manifolds have been published.

The present paper deals with noncompact Riemannian manifolds representable
in the form 𝑀𝑔 = 𝐵 ∪𝐷, where 𝐵 is a precompact set with nonempty interior
and 𝐷 is isometric to the Cartesian product [𝑟0,+∞) × 𝑆 (where 𝑟0 > 0 and 𝑆
is a closed Riemannian manifold) with the metric

𝑑𝑠2 = 𝑑𝑟2 + 𝑔2(𝑟)𝑑𝜃2.

103

mailto:alexander.losev@volsu.ru


Here 𝑔(𝑟) is a positive smooth function on the interval [𝑟0,+∞), and 𝑑𝜃2 is a
metric on 𝑆. The following assertions are true [1].

Theorem 1. The manifold 𝑀𝑔 is parabolic if and only if

𝐾 =

∫︁ ∞

𝑟0

𝑔1−𝑛(𝑡)𝑑𝑡 =∞.

Let us introduce the notation

𝐽 =

∫︁ ∞

𝑟0

𝑔1−𝑛(𝑡)(

∫︁ 𝑡

𝑟0

𝑔𝑛−3(𝑧)𝑑𝑧)𝑑𝑡,

where 𝑛 = 𝑑𝑖𝑚𝑀𝑔.

Theorem 2. The following statements hold on the Riemannian manifolds 𝑀𝑔.
1. If 𝐽 =∞, then each positive harmonic function om 𝑀𝑔 is identically constant.
2. If 𝐽 <∞, then for any functions 𝐹1(𝜃) ∈ 𝐶(𝑆) and 𝐹2(𝜃) ∈ 𝐶(𝑆) there exists
a unique harmonic function on 𝐷 such that

𝑢(𝑟0, 𝜃) = 𝐹1(𝜃)

and lim
𝑟→∞

𝑢(𝑟, 𝜃) = 𝐹2(𝜃).

3. If 𝐽 <∞, then for any function 𝐹2(𝜃) ∈ 𝐶(𝑆) there exists a unique harmonic
function on 𝑀𝑔 such that

lim
𝑟→∞

𝑢(𝑟, 𝜃) = 𝐹2(𝜃).

We also note that the passage to the limit in the boundary conditions at
“infinity” in assertions 2 and 3 of Theorem 2 is understood in the sense of uniform
convergence. Namely, the following equality is implied:

lim
𝑟→∞

||𝑢(𝑟, 𝜃)− 𝐹2(𝜃)||𝐶(𝑀𝑔∖𝐵(𝑟)) = 0.

The following statement holds.

Theorem 3. If 𝐽 < ∞ and 𝑔′′(𝑟) > 0, then for any functions 𝐹1(𝜃) ∈ 𝐶∞(𝑆)
and 𝐹2(𝜃) ∈ 𝐶∞(𝑆) there exists a unique harmonic function on 𝐷 such that

𝑢(𝑟0, 𝜃) = 𝐹1(𝜃)

and
lim
𝑟→∞

||𝑢(𝑟, 𝜃)− 𝐹2(𝜃)||𝐶1(𝑀𝑔∖𝐵(𝑟)) = 0.
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To prove Theorem 3, we will need next statement.

Lemma 1. Let 𝑤𝑘(𝜃) be the eigenfunction of the Laplace operator −∆𝜃 corre-
sponding to the k-th eigenvalue 𝜆𝑘 of the compact set 𝑆 with the normalization
condition ∫︁

𝑆

𝑤2
𝑘(𝜃)𝑑𝜃 = 1.

Then for every natural number 𝑚 there exist positive constants 𝐶 > 0 and 𝑝 > 0
such that

||𝑤𝑘||𝐶𝑚(𝑆) < 𝐶𝑘𝑝.
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Connections for non-holonomic distributions
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There were several approaches to define a privileged connection on non-
Riemannian manifolds. Tanaka-Webster connection for CR-manifolds, Tanno
connection for contact manifolds, Wagner connection for general distribution on
a manifold. We construct the holonomy flag — generalization of the holonomy
algebra in Riemannian case. Calculate it for each mentioned connection for the 3-
dimensional sub-Riemannian Lie group. And give description for all connections
for which holonomy flag vanishes.
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Sub–Riemannian geometry in image processing
and modelling of human visual system

Alexey Mashtakov*

Ailamazyan Program Systems Institute of RAS, Pereslavl-Zalessky, Russia
email: alexey.mashtakov@gmail.com

In this talk, we explain the role of sub–Riemannian (SR) geometry in digital
image processing and modelling of human visual system. In recently proposed
mathematical models of human vision (J. Petitot, G. Citti, A. Sarti), it was
shown that SR geodesics appear as natural curves caused by a mechanism of
the primary visual cortex V1 of a human brain for completion of contours that
are partially corrupted or hidden from observation. We extend the model by
including data adaptivity via a suitable external cost in the SR metric and show
the advantages of such extension: 1) it leads to a powerful method of extraction
the information from digital images; 2) it provides a refined model of V1 that
takes into account a presence of visual stimulus.

We start from explanation of basic concepts of SR geometry and then show
how they provide brain inspired methods in digital image processing. We discuss
how considering of SR structures on 2D and 3D images (or more precisely on
their lift to the extended space of positions and directions) helps to detect some
features, e.g. salient curves. We consider several particular examples: tracking of
blood vessels in planar and spherical images of human retina, tracking of neural
fibers in MRI images of human brain. Afterwards we show how a proper choice
of the external cost based on a response of simple cells to the visual stimulus
provides a model for geometrical optical illusions.

The talk is based on joint works [1–5]
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Jacobian group for cyclic coverings of a graph

Alexander Mednykh

Sobolev Institute of Mathematics, Novosibirsk State University
email: smedn@mail.ru

The notion of the Jacobian group of a graph, which is also known as the Picard
group, the critical group, and the dollar or sandpile group, was independently
introduced by many authors. We define Jacobian of a graph as the maximal
Abelian group generated by the flows obeying two Kirchhoff’s laws. This notion
arises as a discrete version of the Jacobian in the classical theory of Riemann
surfaces. It also admits a natural interpretation in various areas of physics,
coding theory, and financial mathematics. The Jacobian group is an important
algebraic invariant of a finite graph. In particular, its order coincides with the
number of spanning trees of the graph, which is well known for some simplest
graphs, such as the wheel, fan, prism, ladder, and Möbius ladder. At the same
time, the structure of the Jacobian is known only in some particular cases. The
class of circulant graphs is fairly large and includes the cyclic graphs, complete
graphs, Möbius ladder, antiprisms, and other graphs. The purpose of this report
is to determine the structure of the Jacobian for circulant graphs, the generalized
Petersen graph, 𝐼-,𝑌 -,𝐻- graphs and some others. We also present new formulas
for the number of spanning trees and investigate arithmetical properties of these
numbers.
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Enumeration of rooted spanning forests in circulant graphs

Ilya Mednykh, Liliya Grunwald

Sobolev Institute of Mathematics, Novosibirsk State University
email: ilyamednykh@mail.ru

We develop a new method to produce explicit formulas for the number 𝑓𝐺(𝑛)
of rooted spanning forests in the circulant graph 𝐺 = 𝐶𝑛(𝑠1, 𝑠2, . . . , 𝑠𝑘) and
𝐺 = 𝐶2𝑛(𝑠1, 𝑠2, . . . , 𝑠𝑘, 𝑛). These formulas are expressed through Chebyshev
polynomials. We prove that in both cases the number of rooted spanning forests
can be represented in the form 𝑓𝐺(𝑛) = 𝑝 𝑎(𝑛)2, where 𝑎(𝑛) is an integer sequence
and 𝑝 is a prescribed natural number. Finally, we find an asymptotic formula
for 𝑓𝐺(𝑛) through the Mahler measure of the associated Laurent polynomial

2𝑘 + 1−
𝑘∑︀
𝑖=1

(𝑧𝑠𝑖 + 𝑧−𝑠𝑖).

We note that similar results for the number of spanning trees in circulant
graphs were obtained earlier in the paper [1].

References

1. Mednykh A., Mednykh I. The number of spanning trees in circulant graphs, its
arithmetic properties and asymptotic, Discrete Math, 342 (2019), 1772–1781.

Nattall’s decomposition of a three-sheeted torus

Semen Nasyrov*

Kazan State University
email: snasyrov@kpfu.ru

The type II Pade-Hermite approximations play an important role in the mod-
ern approximation theory. For a given functions 𝑓𝑗 , 1 ≤ 𝑗 ≤ 𝑚, holomorphic in
a neighborhood of infinity, their type II Pade-Hermite approximants are rational
functions

𝑄𝑛𝑗(𝜏)

𝑃𝑛(𝜏)
, 1 ≤ 𝑗 ≤ 𝑚,

*The work was supported by the Russian Foundation for Basic Research and the Government
of the Republic of Tatarstan, grant No.18-41-160003.
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such that the polynomials 𝑄𝑛𝑗(𝜏) and 𝑃𝑛(𝜏), deg𝑃𝑛 ≤ 𝑚𝑛, satisfy the condition:

𝑃𝑛(𝜏)𝑓𝑗(𝜏)−𝑄𝑛𝑗(𝜏) = 𝑂(𝜏−(𝑛+1)), 𝜏 →∞, 1 ≤ 𝑗 ≤ 𝑚.

Assume that all 𝑓𝑗 can be extended from infinity along any path lying out-
side a fixed compact ℰ . An important problem is to find maximal domains of
convergence of the Pade-Hermite approximants to these functions.

In the case of one function (𝑚 = 1), the problem was solved by Stahl [1,2]. He
proved that the maximal convergence domain is the exterior of some compact 𝒦
which is described with the help of orthogonal critical trajectories of a quadratic
differential, connected with Green’s function for the exterior of 𝒦.

For several functions the question is open. Nattall [3] conjectured that, in the
case, the asymptotics of the Pade-Hermite approximants is closely connected with
an (𝑚+1)-sheeted Riemann surface 𝑆 over the Riemann sphere; its branch-points
are over the set ℰ . On the Riemann surface we construct an Abelian integral 𝒩
with prescribed logarithmic singularities at the points lying over infinity. With
the help of the Abelian integral 𝒩 , we can separate 𝑆 into (𝑚 + 1) parts; we
call this division the Nattall decomposition, and its parts are called the Nattall
sheets.

It is of interest to investigate the problem when the set ℰ is finite. In this
connection, Aptekarev and Tulyakov [4] considered the Riemann surface 𝑆 of the
function

𝜔 = 3
√︀

(𝜏 − 𝑎1)(𝜏 − 𝑎2)(𝜏 − 𝑎3) (1)

corresponding to the set ℰ consisting of three points, 𝑎1, 𝑎2, and 𝑎3. They
describe the Nattall decomposition when the triangle with vertices 𝑎1, 𝑎2, and
𝑎3 is close to a regular one.

We investigate the problem for arbitrary location of the points 𝑎1, 𝑎2, and
𝑎3. The Riemann surface 𝑆 of the function (1) is of genus 1, i.e. it is a complex
torus. With the help of the Weierstrass elliptic functions, on its universal covering
we construct the Abelian integral 𝒩 and describe the Nattall decomposition.
The curves separating the Nattall’s sheets from each other are trajectories of a
quadratic differential 𝜔 = 𝑄(𝑧)𝑑𝑧2 uniquely defined by 𝒩 . We find all cases when
the critical points of 𝜔 lie on the boundaries of Nattall’s sheets. This occurs if
and only if either 𝑎1, 𝑎2, and 𝑎3 are on the same straight line or they form an
isosceles triangle ∆(𝑎1, 𝑎2, 𝑎3) with vertex angle ≥ 𝜋/3.

Moreover, we describe the differential-topological structure of trajectories of 𝜔
depending on location of the points 𝑎1, 𝑎2, and 𝑎3 both on the universal covering
and on the base 𝑆 over the 𝜏 -plane. We also investigate connectedness of Nattall’
sheets and show that in some cases all three the sheets can be disconnected.
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Then we give a full classification of Nattall decomposition for the surface
𝑆 corresponding to (1). There are the following possible cases, defining the
structure of Nattall’s sheets:

∙ the triangle ∆(𝑎1, 𝑎2, 𝑎3) is isosceles with vertex angle > 𝜋/3;

∙ the triangle ∆(𝑎1, 𝑎2, 𝑎3) is isosceles with vertex angle < 𝜋/3;

∙ the triangle ∆(𝑎1, 𝑎2, 𝑎3) is regular;

∙ 𝑎1, 𝑎2, and 𝑎3 are on the same straight line and none of the points is the
middle of the segment formed by the other two points;

∙ 𝑎1, 𝑎2, and 𝑎3 are on the same straight line and one of them is the middle
of the segment formed by the other two points;

∙ the triangle ∆(𝑎1, 𝑎2, 𝑎3) is non-degenerate and the points 𝑎1, 𝑎2, and 𝑎3
are in a general position.

Numerical calculations, performed with the help of the Wolfram Mathematica
package, give a possibility to better understand transformation of the structure
of Nattall’s sheets when we change the parameters 𝑎1, 𝑎2, and 𝑎3 and transfer
from one of the possible cases, described above, to another.

We also establish some properties of the Weierstrass elliptic functions which
are of independence interest. They concern geometric characteristics of conformal
mappings, realized by the functions and related to them, and some estimations.
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Surfaces with 𝐿2 second fundamental form:
isothermal coordinates, Jordan-Brouwer theorem,

extension of Sobolev functions

P. I. Plotnikov*

Lavrentyev Institute of hydrodynamics, Voronej state university
email: piplotnikov@mail.ru

We deal with immersions Φ : R2 → R3 with the square integrable second
fundamental form. For the state of art in the domain, see [1–6] and the references
therein. With applications to the hydroelastic wave theory in mind, we will
consider special types of immersions having the periodic structure. The results
obtained also hold true for the immersions of 2𝐷 tori in R3.

Let periods l1, l2 ∈ R2 be linearly independent vectors, and Γ be a corre-
sponding lattice in R2. Denote by ΠΓ the fundamental cell of the lattice Γ. The
class 𝒮 of immersions Φ : R2 → R3 consists of all immersions satisfying the
following conditions. The mapping Φ admits the representation

Φ(𝑋) = (𝑋 · l′1) i + (𝑋 · l′2) j + Φ0(𝑋), 𝑋 ∈ R2, i = (1, 0, 0), j = (0, 1, 0).

Here Φ0 : R2 → R3 is a Lipschitz Γ- periodic mapping, the vectors l′𝑖 form a lattice
dual to Γ. Furthermore, the first fundamental form g = (𝑔𝑖𝑗) of the immersion
Φ is bounded and has the bounded inverse, and the second fundamental form of
Φ is square integrable over period. This means that

‖g‖𝐿∞(ΠΓ) + ‖g−1‖𝐿∞(ΠΓ) <∞,
∫︁
ΠΓ

|∇n(𝑋)|2 𝑑𝑋 <∞

Here n(𝑋) = |𝜕𝑋1
Φ × 𝜕𝑋2

Φ|−1𝜕𝑋1
Φ × 𝜕𝑋2

Φ is the unit normal vector to 𝑆 =
Φ(R2). The following theorem, cf. [2, 6], constitutes the existence of isothermal
coordinates on a surface of the class 𝒮.

Theorem 1. Let Φ be an immersion of the class 𝒮 with the lattice of periods
Γ. Then there exist a lattice Υ with the periods s1 = (𝜇, 0), s2 = (𝜈, 𝜇−1), 𝜇 > 0,
and bi-Lipshitz homeomorphism 𝜙 : R2 → R2 such that the immersion Ψ = Φ∘𝜙
admits the representation

Ψ(𝑋) = (s′1 ·𝑋) i + (s′2 ·𝑋) j + Ψ0(𝑋).

Here the vectors (s′1, s
′
2) are dual to (s1, s2), and Ψ0 is the Lipschitz Υ-periodic

mapping. The immersion Ψ : R2 → R3 is conformal, i.e.,

𝜕𝑗Ψ(𝑋) = 𝑒𝑓(𝑋)e𝑗(𝑋), e𝑗 · e𝑖 = 𝛿𝑗𝑖,

*The research was supported by the Ministry of Sciences of the Russian Federation (grant
14.Z50.31.007).
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The Υ- periodic vectors e𝑖, the logarithm 𝑓 of the conformal factor, and the
parameters of the lattice Υ admit the estimates

‖e𝑖‖𝑊 1,2(Πϒ) + ‖𝑓‖𝐿∞(Πϒ) + ‖𝑓‖𝑊 1,2(Πϒ) + |𝜇|+ |𝜇−1|+ |𝜈| ≤ 𝑐.

Here the constant 𝑐 depend on Φ and Γ. The vector fields e𝑖(𝑋) are orthogonal
to n := n(𝜙−1(𝑋)). The immersion Ψ is unique with the accuracy up to the shift
of the independent variable.

The proof is based on the Chern moving frame method and on the following
version of the Hadamard Theorem for Lipschitz mappings.

Theorem 2. Let 𝜙 : R2 → R2 be a Lipschitz mapping satisfying the following
condition

‖𝐷𝜙(𝑋)‖+ ‖(𝐷𝜙(𝑋))−1‖ ≤𝑀 <∞, det 𝐷𝜙(𝑋) > 0 a.e. in R2.

Here 𝐷𝜙 is the Jacobi matrix of the mapping 𝜙, the constant 𝑀 is independent
of 𝑋. We assume that 𝐷𝜙 is Γ- periodic. Then 𝜙 takes homeomorphically R2

onto R2. There is a lattice 𝒞 with linearly independent periods c𝑖 such that the
inverse 𝜙−1 admits the representation

𝜙−1(𝑌 ) = l1(c′1 · 𝑌 ) + l2(c′2 · 𝑌 ) + 𝜙0(𝑌 ).

Here 𝜙0 is the Lipschitz 𝒞-periodic mapping.

For applications it is important that an immersion forms the boundary of
some physical domain in the ambient space R3. In our case this results from the
following version of the Jordan-Brouwer Theorem

Theorem 3. Assume that, under the assumptions of Theorem 1,

2𝜋2 area Σ +

∫︁
Πϒ

|∇n|2 𝑑𝑋 ≤ 8𝜋 − 𝛿, 𝛿 > 0, Σ = Ψ(Πϒ).

Then the surface 𝑆 = Ψ(R2) splits the space R3 into two connected components,
i.e., R3 ∖ 𝑆 = 𝐺− ∪ 𝐺+. The component 𝐺+ (𝐺−) contains the half space
{𝑥3 > 𝑁} ({𝑥3 < −𝑁}) for sufficiently large 𝑁 .

Finally, we consider the question of well-posedness of the Neumann problem
in domain 𝐺− bounded by the surface 𝑆 ∈ 𝒮,

div (∇𝑢− h) = 0 in 𝐺−, ∇𝑢 · n− h · n = 0 on 𝑆,

𝑢(𝑥+ 𝑛i +𝑚j) = 𝑢(𝑥), 𝑚, 𝑛 ∈ Z, i = (1, 0, 0), j = (0, 1, 0).
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Here h ∈ 𝐿∞(R3) is 1-periodic in 𝑥1, 𝑥2 and vanishes as 𝑥3 → −∞. Denote by
𝒲1,2 the class of all 1-periodic in 𝑥1, 𝑥2 locally integrable functions 𝑢 : 𝐺− → R
with ∇𝑢 ∈ 𝐿2(𝐺−

Π) such that the average value of 𝑢 over some fixed ball 𝐵0 ⊂
𝐺− equals zero. Here 𝐺−

Π is the intersection of 𝐺− with the slab of periods
Π = {0 ≤ 𝑥1, 𝑥2 ≤ 1}. Supplemented with the norm ‖∇𝑢‖𝐿2(𝐺−

Π ) the class 𝒲1,2

becomes the Hilbert space. We prove that the Neumann problem has a unique
weak solution in 𝒲1,2. This result is based on the following extension theorem
which is of independent interest.

Theorem 4. Under the assumptions of Theorem 3, for every 𝑢 ∈ 𝒲1,2 and for
every 𝛿 > 0, there is a function 𝑢𝑒 : R3 → R with the following properties. The
function 𝑢𝑒 is 1-periodic in 𝑥1, 𝑥2 and vanishes for all sufficiently large 𝑥3. The
function 𝑢𝑒 belongs to 𝒲1,2 and satisfies the inequalities

‖∇𝑢𝑒 −∇𝑢‖𝐿2(𝐺−
Π ) ≤ 𝛿, ‖∇𝑢‖𝐿2(Π) ≤ 𝑐(𝛿).
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On deviation of ergodic averages
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Let (Ω,F, 𝜆) be a probability measure space, and let 𝑇 be its automorphism,
i. e., an invertible map 𝑇 : Ω→ Ω such that the sets 𝑇−1𝐴 and 𝑇𝐴 lie in F and
𝜆(𝐴) = 𝜆(𝑇−1𝐴) for all 𝐴 ∈ F. Given 𝑓 ∈ 𝐿1(Ω,C), 𝜔 ∈ Ω, 𝑛 ≥ 1, we set

𝑆𝑛𝑓(𝜔) =

𝑛−1∑︁
𝑘=0

𝑓(𝑇 𝑘𝜔), 𝐴𝑛𝑓(𝜔) =
1

𝑛
𝑆𝑛𝑓(𝜔).

The individual Birkhoff ergodic theorem asserts that the limit 𝑓* = lim
𝑛→∞

𝐴𝑛𝑓

exists a. e. and
∫︀
Ω
𝑓*𝑑𝜆 =

∫︀
Ω
𝑓𝑑𝜆. If the map 𝑇 is ergodic, then 𝑓* ≡

∫︀
Ω
𝑓𝑑𝜆 a. e.

It is well known that, for a real-valued function 𝑓 ∈ 𝐿0
1(Ω,R), the sequence

𝑆𝑛𝑓(𝜔) infinitely often changes sign a. e. and, moreover, approaches zero arbi-
trarily closely a. e. [1]. For complex-valued functions 𝑓 ∈ 𝐿0

1(Ω,C), this is not
necessarily the case (see [2] for example). In context of study of such asymptotical
properties of ergodic averages we formulate the main result (see [3]).

For each function 𝜙 : R+ → R+, monotonically decreasing to zero at infinity,
we consider the following F-measurable sets:

𝐸𝜙(𝑓, 𝑇 ) = {𝜔 ∈ Ω : 𝐴𝑛𝑓(𝜔) = 𝑜(𝜙(𝑛)) as 𝑛→∞},
𝐹𝜙(𝑓, 𝑇 ) = {𝜔 ∈ Ω : 𝐴𝑛𝑓(𝜔) = 𝒪(𝜙(𝑛)) as 𝑛→∞}.

Theorem 1. Suppose that 𝑓 ∈ 𝐿0
1(Ω,C), 𝑓 ̸≡ 0, and 𝑇 is an ergodic automor-

phism of (Ω,F, 𝜆). Then, for any 𝜙(𝑛) of positive numbers decreasing to zero, the
sets 𝐸𝜙(𝑓, 𝑇 ), 𝐹𝜙(𝑓, 𝑇 ) are invariant (mod𝜆) with respect to 𝑇 , and consequently
have measure 1 or 0.
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Measurement of the arcs on certain classes of curves

Irina Polikanova

Altay State Pedagogical University
email: Anirix1@yandex.ru

It is known that the length of a segment of a straight line can measured by
the successive construction of a standard segment and its binary parts [1, p. 371-
378]. Circular arcs can be measured in the same way if the measure is required
to be invariant with respect to the group of similarities. What other curves can
be measured in the same way?

The author proved the existence of a measure on the moment curve that is
invariant with respect to the group of unimodular affine transformations and
coinciding with the process of measuring arcs.

The moment curve (also named enika) is a curve in 𝑛-dimensional affine space,
given in some affine frame by parameterization

(𝑡, 𝑡2, . . . , 𝑡𝑛), 𝑡 ∈ 𝑅.

It is established that the moment curve, on which the equality of arcs is defined as
equivalence with respect to the group of unimodular affine transformations, is a
model of a straight line in absolute geometry according to Hilbert’s axioms. The
author shows both internal and external geometric characteristics of the middle
of the arc and affine equality of the arcs.

Measuring the arcs of curves by construction of the standard arc and its binary
parts can be extended to the orbits of one-parameter transformation groups. In
this case, the measure must be invariant with respect to a wider group of trans-
formations, which includes in addition to transformations from one-parameter
transformation group transformations that map one orbit to another.
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On a class of functionals on a weighted Sobolev space
of first order on the real line

Dmitrii Prokhorov

Computing center FEB RAS
email: prohorov@as.khb.ru

Let 𝐼 := (𝑎, 𝑏) ⊂ R, M(𝐼) be the space of all Lebesgue measurable on 𝐼
functions 𝑓 : 𝐼 ↦→ [−∞,∞], M+(𝐼) := {𝑓 ∈ M(𝐼) : 𝑓 ≥ 0}, 0 < 𝑝, 𝑞 ≤ ∞,
𝜌, 𝑣 ∈ M+(𝐼). Denote by 𝑊 1

𝑝,𝑞(𝐼) the space of all functions 𝑢 ∈ 𝐿1
loc(𝐼), whose

distributional derivative 𝐷𝑢 belongs to 𝐿1
loc(𝐼) and

‖𝑢‖𝑊 1
𝑝,𝑞(𝐼)

:= ‖𝜌𝐷𝑢‖𝐿𝑝(𝐼) + ‖𝑣𝑢‖𝐿𝑞(𝐼) <∞.

Denote by
∘
𝑊 1
𝑝,𝑞(𝐼) the closure in 𝑊 1

𝑝,𝑞(𝐼) of subspace

∘∘
𝑊 1
𝑝,𝑞(𝐼) := {𝑓 ∈ 𝐴𝐶loc(𝐼) ∩𝑊 1

𝑝,𝑞(𝐼) : supp 𝑓 is compact in 𝐼}.

Let 𝑔 ∈ M(𝐼), 𝑋 ∈ {
∘∘
𝑊 1
𝑝,𝑝(𝐼),

∘
𝑊 1
𝑝,𝑝(𝐼),𝑊 1

𝑝,𝑝(𝐼)}. For 𝑝 ∈ (1,∞), 𝑣𝑝, 𝜌𝑝,

𝜌−𝑝
′ ∈ 𝐿1

loc(𝐼), ‖𝑣‖1 > 0 the description of element Λ𝑔 of the space 𝑋*, having
the form Λ𝑔(𝑓) =

∫︀
𝐼
𝑓(𝑥)𝑔(𝑥) 𝑑𝑥, 𝑓 ∈ 𝑋, is given in papers [3, 4]. The main tool

is the scheme Oinarov – Otelbaev, which was set out in the papers [1, 2].
Put Λ′

𝑔(𝑓) :=
∫︀
𝐼
𝑔(𝑥)(𝐷𝑓)(𝑥) 𝑑𝑥, 𝑓 ∈ 𝑋. We give the answer on the question:

under what conditions on the function 𝑔 ∈ M(𝐼) the map Λ′
𝑔 is a continuous

linear functional on the space 𝑋; and obtain estimates on the norm in 𝑋* of the
functional Λ′

𝑔.

References

1. Oinarov R. On weighted norm inequalities with three weights, J. London Math.
Soc. 48 (1993), 103–116.

2. Oinarov R. Boundedness of integral operators in weighted Sobolev spaces, Izv.
Math. 78:4 (2014), 836–853.

3. Prokhorov D. V., Stepanov V. D., Ushakova E. P. On associate spaces of weighted
Sobolev space on the real line, Math. Nachr. 290 (2017), 890–912.

4. Prokhorov D. V., Stepanov V. D., Ushakova E. P. Spaces associated with weighted
Sobolev spaces on the real line, Dokl. Math. 98:1 (2018), 373–376.

116

mailto:prohorov@as.khb.ru


Some functional properties of 𝐿𝑝,𝜔(𝒟)
on the Riemann surface

Petr Andreevich Pugach

Vladivostok Department of Russian Customs Academy
email: 679097@mail.ru

Let ℛ be a Riemann surface from [1]. The projection operation 𝑊 → pr𝑊 =
𝑤 for 𝑊 ∈ ℛ induces a two-dimensional Lebesgue measure 𝜎 on ℛ (for more
details see [2]). Let ̃︀𝜔 be 𝐴𝑝 Muckenhoupt weight on C, 𝑝 ∈ (1,+∞) and 𝜔(𝑊 ) =̃︀𝜔(𝑤) if pr𝑊 = 𝑤 ̸= ∞, 𝜔(𝑊 ) = 1 if pr𝑊 = 𝑤 = ∞. Given an open set 𝒟 on
ℛ, by 𝐿𝑝,𝜔(𝒟) we denote the class of functions 𝑢 : 𝒟 → [−∞,+∞] for which

‖𝑢‖𝑝,𝜔(𝒟) =
(︀∫︀
𝒟
|𝑢|𝑝 𝜔 𝑑𝜎

)︀ 1
𝑝 < ∞. Let 𝑓 = (𝑓1, 𝑓2) be a vector function on an

open set 𝒟 ⊂ ℛ. By definition, 𝑓 ∈ 𝐿𝑝,𝜔(𝒟) whenever 𝑓1, 𝑓2 ∈ 𝐿𝑝,𝜔(𝒟). For
such functions, one can obtain analogues of the well-known Clarkson’s, Hölder’s
and Minkowski’s inequalities.

Theorem 1. Let vector functions 𝑓, 𝑔 ∈ 𝐿𝑝,𝜔(𝒟).
If 2 ≤ 𝑝 <∞ then∫︁

𝒟

⃒⃒⃒𝑓 + 𝑔

2

⃒⃒⃒𝑝
𝜔 𝑑𝜎 +

∫︁
𝒟

⃒⃒⃒𝑓 − 𝑔
2

⃒⃒⃒𝑝
𝜔 𝑑𝜎 ≤ 1

2

(︁∫︁
𝒟

|𝑓 |𝑝 𝜔 𝑑𝜎 +

∫︁
𝒟

|𝑔|𝑝 𝜔 𝑑𝜎
)︁
.

If 1 < 𝑝 ≤ 2 then(︂∫︁
𝒟

⃒⃒⃒𝑓 + 𝑔

2

⃒⃒⃒𝑝
𝜔 𝑑𝜎

)︂ 1
𝑝−1

+

(︂∫︁
𝒟

⃒⃒⃒𝑓 − 𝑔
2

⃒⃒⃒𝑝
𝜔 𝑑𝜎

)︂ 1
𝑝−1

≤
(︂

1

2

∫︁
𝒟

|𝑓 |𝑝 𝜔 𝑑𝜎+
1

2

∫︁
𝒟

|𝑔|𝑝 𝜔 𝑑𝜎
)︂ 1
𝑝−1

,

∫︁
𝒟

|𝑓 | · |𝑔| 𝑑𝜎 ≤
(︂∫︁

𝒟

|𝑓 |𝑝 𝜔 𝑑𝜎
)︂ 1
𝑝

·
(︂∫︁

𝒟

|𝑔|𝑞 𝜔1−𝑞 𝑑𝜎

)︂ 1
𝑞

,

‖𝑓 + 𝑔‖𝑝,𝜔(𝒟) ≤ ‖𝑓‖𝑝,𝜔(𝒟) + ‖𝑔‖𝑝,𝜔(𝒟).
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Legendre transformation of conformal convex functions

E. D. Rodionov, M. V. Kurkina, V. V. Slavsky*

Altai State University, Ugra State University
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Minkowski duality and Legendre transformation of convex functions play an
important role in the theory of convex subsets of Euclidean space. In this pa-
per we consider conformally flat Riemannian metrics of positive one-dimensional
curvature defined on Euclidean space and corresponding conformal-convex func-
tions. For this class of functions an analog of Legendre transform is defined and
studied in detail

Introduction.
Let 𝑅𝑛 be an Euclidean 𝑛-dimensional space, 𝑀𝑛+2 is a pseudo-Euclidean

space, with scalar square of vector ⟨𝑤⟩2 = |𝑥|2− 2𝑎𝑐, where 𝑤 = [𝑥, 𝑎, 𝑐] ∈𝑀𝑛+2

and |𝑥|2 – scalar square of vector 𝑥 ∈ 𝑅𝑛. Let as denote by

𝐶+ =
{︀

[𝑥, 𝑎, 𝑐] ∈𝑀𝑛+2 : |𝑥|2 − 2𝑎𝑐 = 0, 𝑎 > 0, 𝑐 > 0
}︀
,

part of an isotropic cone in 𝑀𝑛+2. Then for Arbitrary conformally-flat metric

we have an imbedding [1] 𝑑𝑠2 = 𝑑𝑥2

𝑓2(𝑥)

𝑍 (𝑥) =
1

𝑓(𝑥)

[︃
−𝑥, 1√

2
,
|𝑥|2√

2

]︃
∈ 𝐶+, (1)

and paired with him conjugate imbedding:

𝑍* (𝑥) =

⎡⎢⎣2𝑓∇𝑓 − 𝑥 ‖∇𝑓 |2

2𝑓
,
|∇𝑓 |2

2
√

2𝑓
,

(︁
2𝑓∇𝑓 − 𝑥 |∇𝑓 |2

)︁2
2
√

2𝑓 |∇𝑓 |2

⎤⎥⎦ ∈ 𝐶+. (2)

The following equality are true:

⟨𝑍 (𝑥) , 𝑍* (𝑥)⟩ = −1, ⟨𝑑𝑍 (𝑥) , 𝑍* (𝑥)⟩ = 0,

⟨𝑑𝑍 (𝑥) , 𝑑𝑍 (𝑥)⟩ =
(𝑑𝑥, 𝑑𝑥)

𝑓(𝑥)2
, ⟨𝑑𝑍* (𝑥) , 𝑑𝑍* (𝑥)⟩ =

(𝐴𝑑𝑥,𝐴𝑑𝑥) ,

𝑓(𝑥)2
,

*The work was supported by the Russian Foundation for basic research (project code 18-
47-860016, 18-01-00620), with the support of the Scientific Fund Ugra State University N 13-
01-20/10.
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where the symmetric matrix𝐴 corresponds to the quadratic form (one-dimensional
sectional curvature of the metric):

(𝐴𝜉, 𝜉) = 𝑓(𝑥)𝑑2𝑓 (𝜉, 𝜉)− 1

2
|∇𝑓 |2 |𝜉|2 . (3)

The mapping 𝑍 is an isometrical imbedding of the metric 𝑑𝑠2 = 𝑑𝑥2

𝑓2(𝑥) , 𝑥 ∈ 𝑅
𝑛,

into the isotropic cone 𝐶+, a the mapping 𝑍* is an isometrical imbedding of the

dual metric 𝑑𝑠*2 = 𝑑𝑦2

𝑓*2(𝑦)
, 𝑦 ∈ 𝑅𝑛, into the isotropic cone 𝐶+. From formulas

(1) and (2) we have equality:⎡⎢⎣2𝑓∇𝑓 − 𝑥 |∇𝑓 |2

2𝑓
,
|∇𝑓 |2

2
√

2𝑓
,

(︁
2𝑓∇𝑓 − 𝑥 |∇𝑓 |2

)︁2
2
√

2𝑓 |∇𝑓 |2

⎤⎥⎦ ≡ 1

𝑓*(𝑦)

[︃
−𝑦, 1√

2
,
|𝑦|2√

2

]︃
,

from where we get the formulas for the dual metric in parametric form:

𝑓*(𝑦) =
2𝑓(𝑥)

|∇𝑓 |2
, 𝑦 = 𝑥− 2𝑓(𝑥)

∇𝑓
|∇𝑓 |2

. (4)

Definition. Let us call the function 𝑔(𝑥) =
√︀
𝑓(𝑥) conformal convex if the

matrix 𝐴 is positive-definite. This condition is equivalent to the fulfillment of
the three-point inequality

𝑔(𝑥) ≤ 𝑔(𝑥1)
|𝑥2 − 𝑥|
|𝑥2 − 𝑥1|

+ 𝑔(𝑥2)
|𝑥− 𝑥1|
|𝑥2 − 𝑥1|

, (5)

for any triple of points 𝑥, 𝑥1, 𝑥2 ∈ 𝑅𝑛 [2]. For conformal-convex functions, a
number of remarkable relations are performed:

𝑔*(𝑦) = max
𝑥

|𝑥− 𝑦|√
2𝑔(𝑥)

, 𝑔(𝑥) = max
𝑦

|𝑥− 𝑦|√
2𝑔*(𝑦)

, |𝑥− 𝑦| ≤
√

2𝑔(𝑥)𝑔*(𝑦), (6)

equality in the last inequality is achieved if 𝑥, 𝑦 are connected by the relation (4).

Example. Let 𝑔(𝑥) = 1
5 |𝑥 − 2| + 3

10 |𝑥 + 1| + 2
5 |𝑥 + 2|. Then the dual function

𝑔*(𝑦) explicitly equals:

𝑔*(𝑦) =
|𝑦 − 9|
22
√

2
+

18
√

2|𝑦 + 7
9 |

55
+

3|𝑦 + 3|
10
√

2
,

where graphs of function 𝑔(𝑥) and dual function 𝑔*(𝑦) is shown in Fig. 2.
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Figure 2: Graph of function 𝑔(𝑥) and dual function 𝑔*(𝑦).

The relations (6) have a nontrivial form:

|𝑦 − 9|
22
√

2
+

18
√

2|𝑦 + 7
9 |

55
+

3|𝑦 + 3|
10
√

2
≡

≡ max
𝑥

|𝑦 − 𝑥|√
2
(︀
1
5 |𝑥− 2|+ 3

10 |𝑥+ 1|+ 2
5 |𝑥+ 2|

)︀ ,
1

5
|𝑥− 2|+ 3

10
|𝑥+ 1|+ 2

5
|𝑥+ 2| ≡

≡ max
𝑦

|𝑦 − 𝑥|
√

2
(︁

|𝑦−9|
22

√
2

+
18

√
2|𝑦+ 7

9 |
55 + 3|𝑦+3|

10
√
2

)︁ ,

|𝑦 − 𝑥|√
2
≤

[︃
|𝑦 − 9|
22
√

2
+

18
√

2|𝑦 + 7
9 |

55
+

3|𝑦 + 3|
10
√

2

]︃ [︂
1

5
|𝑥− 2|+ 3

10
|𝑥+ 1|+ 2

5
|𝑥+ 2|

]︂
.
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On 𝑝-extremal mappings

A. S. Romanov*

Sobolev Institute of Mathematics
email: asrom@math.nsc.ru

Consider a simply connected domain 𝐺 on the plane 𝑅2, bounded by a
closed Jordan curve Γ, as well as four different consecutive boundary points
𝑎1, 𝑎2, 𝑎3, 𝑎4 ∈ Γ. Suppose for definiteness that the numbering of points is con-
sistent with the positive orientation of the boundary. A domain 𝐺 with four
marked boundary points will be a quadrilateral and denote it by 𝐺⋆. Closed
boundary arcs 𝐹0 = Γ𝑎1𝑎4 , 𝐹1 = Γ𝑎2𝑎3 , 𝐸0 = Γ𝑎1𝑎2 and 𝐸1 = Γ𝑎3𝑎4 are called
“sides” of 𝐺⋆.

Given a pair of “opposite sides” 𝐹0 and 𝐹1, define the class of admissible
functions as

𝐷(𝐹0, 𝐹1) =
{︀
𝑢 ∈ 𝐴𝐶𝐿(𝐺) ∩ 𝐶(𝐷 ∪ 𝐹0 ∪ 𝐹1)

⃒⃒
𝑢|𝐹0

= 0, 𝑢|𝐹1
= 1
}︀
,

and define the corresponding p-capacity for 1 ≤ 𝑝 <∞

𝐶𝑝 = 𝑐𝑎𝑝𝑝(𝐹0, 𝐹1) = inf
𝑢∈𝐷(𝐹0,𝐹1)

∫︁
𝐺

|∇𝑢|𝑝 𝑑𝑥𝑑𝑦.

When 1 < 𝑝 < ∞ there is a unique 𝑝-extremal function 𝑢 ∈ 𝐷(𝐹0, 𝐹1) such
that

‖𝑢 | 𝐿1
𝑝(𝐺)‖𝑝 = 𝑐𝑎𝑝𝑝(𝐹0, 𝐹1).

Let 1/𝑝 + 1/𝑝′ = 1 and 𝑣0 - 𝑝′-extremal function for pairs of “sides” 𝐸0 and
𝐸1, 𝑣 = 𝐶𝑝 · 𝑣0.

Consider the 𝑝-extremal mapping Φ = (𝑢, 𝑣) and some its properties.

1. The mapping Φ : 𝐺→ 𝑃 is a diffeomorphism, 𝑃 = (0, 1)× (0, 𝐶𝑝).

2. Coordinate functions of 𝑝-extremal mapping Φ(𝑥, 𝑦) = (𝑢(𝑥, 𝑦), 𝑣(𝑥, 𝑦))
satisfy system of equations ⎧⎨⎩

𝜕𝑣
𝜕𝑦

= |∇𝑢|𝑝−2 𝜕𝑢
𝜕𝑥
,

𝜕𝑣
𝜕𝑥

= −|∇𝑢|𝑝−2 𝜕𝑢
𝜕𝑦
,

which for 𝑝 = 2 turns into a Cauchy-Riemann system.

*The work is supported by the program of the SB RAS No. I.1.2., project № 0314-2016-0007,
and the Russian Foundation fundamental research, project № 17-01-00801.
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3. Gradients of coordinate functions are orthogonal, |∇𝑣| = |∇𝑢|𝑝−1.

4. Jacobi matrix 𝑝-extremal mappings Φ : 𝐺→ 𝑃 has the form

𝐽(Φ) =

⎛⎝|∇𝑢| 0

0 |∇𝑢|𝑝−1

⎞⎠ ∘
⎛⎝cos𝜙 − sin𝜙

sin𝜙 cos𝜙

⎞⎠ .

Denote the class of all 𝑝-extremal homeomorphisms of Φ : 𝐺 → 𝑅2 by the
symbol 𝐻𝑝(𝐺).

Let 𝐺1, 𝐺2 ⊂ 𝑅2 be bounded simply connected domains with Jordan bound-
aries. We say that a homeomorphism 𝐿 : 𝐺1 → 𝐺2 is 𝑝-extremal, if 𝐿 = Φ−1

2 ∘Φ1,
where Φ1 ∈ 𝐻𝑝(𝐺1),Φ2 ∈ 𝐻𝑝(𝐺2). The class of the corresponding 𝑝-extremal
homeomorphisms we denote by 𝐻𝑝(𝐺1, 𝐺2). When 𝑝 = 2 we obtain the class of
conformal mappings.

For 𝑝-extremal homeomorphisms true analogue of the Riemann theorem on
conformal equivalence simply connected domains.

Theorem. For all 1 < 𝑝 < ∞ for any bounded simply connected domains
𝐺1, 𝐺2 ⊂ 𝑅2 with Jordan boundaries there exists homeomorphism 𝐿 : 𝐺1 → 𝐺2

belonging to class 𝐻𝑝(𝐺1, 𝐺2).

The similar result is true for doubly-connected domains.
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Critical points of the Godbillon-Vey functional

Vladimir Rovenski*

Mathematical Department, University of Haifa, Israel
email: vrovenski@univ.haifa.ac.il

Let a smooth manifold 𝑀3 be equipped with a vector field 𝑇 and a 1-form 𝜔
such that 𝜔(𝑇 ) = 1. We construct a 3-form 𝜂∧𝑑𝜂 analogous to the Godbillon–Vey
invariant [1] of a foliation (i.e., integrable plane field ker𝜔) and explore critical
points of the functional gv =

∫︀
𝑀
𝜂 ∧ 𝑑𝜂. It is known that the Godbillon–Vey

class is not rigid: there is a one parameter family of foliations on a 3-sphere with
the Godbillon–Vey number taking all values in an interval [5]. Now, let 𝑔 be an
adapted Riemannian metric on 𝑀 , i.e., 𝑇 becomes the unit vector field normal
to the (generally, non-integrable) distribution ker𝜔. The unit normal 𝑁 and the
binormal 𝐵 of 𝑇 -curves, the torsion 𝜏 are defined on 𝑈 = {𝑥 ∈ 𝑀 : 𝑘(𝑥) ̸= 0},
where 𝑘 is the curvature of 𝑇 -curves. Then, one can put 𝜂 = 𝑘𝑁 ♭ and get gv =∫︀
𝑀
𝑘2(𝜏 − ℎ𝐵,𝑁 ) d𝑉𝑔 (see [2] for integrable ker𝜔), where ℎ is the nonsymmetric

second fundamental form of ker𝜔. We consider two types of variations of gv:
1) ker𝜔 varies starting from integrable distributions; 2) a metric 𝑔 varies, while
a non-integrable plane field ker𝜔 is fixed. We find examples of critical points
for gv, e.g. for geodesic vector fields 𝑇 and among Reeb foliations and twisted
products [3,4]. The results can be extended to a manifold 𝑀2𝑞+1 equipped with
a 𝑞-form 𝜔 and a multivector field T = 𝑇1 ∧ . . . ∧ 𝑇𝑞 such that 𝜔(T) = 1.
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W. Blaschke’s invariants application to image processing
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The earch of new mathematical approaches to the multichannel images anal-
ysis and processing is one of the most relevant problems of digital images pro-
cessing. The relevance of these researches is caused by need of optimization for
the available methods, increases in efficiency and quality of the received results.

In work the new approach to digital RGB image processing, based on the
W. Blaschke’s three-web theory is offered. Invariants of three-channel images for
the widest “topological” group of transformations are defined and investigated.

Introduction
Consider a three-channel RGB-image. Suppose that RGB-image is a set of

three non-negative functions 𝑢𝑖(𝑥, 𝑦), 𝑖 = 1, 2, 3 in a two-dimensional domain 𝐷.
Families of lines for these functions can be written as 𝐿𝑖 = {(𝑥, 𝑦) : 𝑢𝑖(𝑥, 𝑦) =
𝑐𝑜𝑛𝑠𝑡, 𝑖 = 1, 2, 3.

Call these three families of lines an image’s topographical grid (or three-webs)
[1]. The three-webs function is any function 𝑊 (𝑢1, 𝑢2, 𝑢3) nonidentically equal
to a constant such that 𝑊 (𝑢1(𝑥, 𝑦), 𝑢2(𝑥, 𝑦), 𝑢3(𝑥, 𝑦)) ≡ 0 in domain 𝐷.

W. Blaschke suggested to consider “topological” differential geometry. He
studied differential-geometrical (the local!) properties of various objects invariant
to topological transformations. Thus use of the classical differential geometry
forces to limit set of transformations by functions differentiable sufficient times
or analytical.

Connection form, element of surface and curvature as RGB-images
invariants

Assume that at the point 𝑃0 the following condition is satisfied

𝑢1(𝑃0) = 𝑢2(𝑃0) = 𝑢3(𝑃0) = 0.

Decompose the web function in a series {𝑢1, 𝑢2, 𝑢3}:

𝑊 = 𝑊1 𝑢1 +𝑊2 𝑢2 +𝑊3 𝑢3 +
1

2
𝑊1 𝑢

2
1 +𝑊12 𝑢1 𝑢2 + . . .

*The work was supported by the Russian Foundation for basic research (project code 18-
47-860016, 18-01-00620), with the support of the Scientific Fund Ugra State University №
13-01-20/10.
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Here 𝑊𝑖, 𝑊𝑖𝑗 are partial derivatives of the first and second order with respect to
𝑢𝑖. In the paper [1] connection form 𝛾, element of surface Ω and curvature 𝜅 are
defined as three-web invariants:

Ω = 𝑊1𝑊2 𝑑𝑢1 ∧ 𝑑𝑢2 = . . . , 𝛾 = −
∑︁

𝑖=1,2,3

𝜕

𝜕𝑢𝑖
ln(𝑊𝑖) 𝑑𝑢

𝑖 + 𝑑 ln(𝑊1𝑊2𝑊3),

𝜅 = 𝐴23 +𝐴31 +𝐴12,

where 𝐴𝑟𝑠:

𝐴𝑟𝑠 =
1

𝑊𝑟𝑊𝑠

𝜕2

𝜕𝑢𝑟𝜕𝑢𝑠
ln
𝑊𝑟

𝑊𝑠
=

𝑊𝑟𝑟𝑠

𝑊 2
𝑟𝑊𝑠

− 𝑊𝑟𝑠𝑠

𝑊𝑟𝑊 2
𝑠

+
𝑊𝑟𝑠

𝑊𝑟𝑊𝑠

(︂
𝑊𝑠𝑠

𝑊 2
𝑠

− 𝑊𝑟𝑟

𝑊 2
𝑟

)︂
.

These invariants are effective RGB-images characteristics which can be used
in various tasks. In work [2] the technique of invariants calculation based on
transition to a discrete grid of points (image pixels) is offered.

Integral-topographical characteristics of RGB-images
Let‘s pass from three-webs (level lines) to Lebesgue sets of functions and their

integrated characteristics. A main objective of such transition from contours to
integral-geometrical characteristics of Lebesgue sets is that these images char-
acteristics are easily calculated and are widely used in various applications of
digital processing of images.

In the work [2] the important concepts for digital image were defined –
Lebesgue sets:

𝑀1(𝑐1) = {(𝑥, 𝑦) : 𝑢1(𝑥, 𝑦) ≥ 𝑐1}
𝑀2(𝑐2) = {(𝑥, 𝑦) : 𝑢2(𝑥, 𝑦) ≥ 𝑐2}
𝑀3(𝑐3) = {(𝑥, 𝑦) : 𝑢3(𝑥, 𝑦) ≥ 𝑐3}

where 𝑢1(𝑥, 𝑦), 𝑢2(𝑥, 𝑦), 𝑢3(𝑥, 𝑦) are functions of images brightness, which ac-
cepts values in the range of [0, 255]. To them there correspond various numerical
characteristics. The area of sets 𝑀1(𝑐1), 𝑀2(𝑐2), 𝑀2(𝑐3) is an example of such
characteristics, where 𝑐1, 𝑐2, 𝑐3 ∈ [0, 255].

Let 𝑢 be one of the functions 𝑢1, 𝑢2, 𝑢3. Designate through 𝐹1(𝑐) and 𝐹2(𝑐)
the following integrals:

𝐹1(𝑐, 𝑢) =

∫︁∫︁
𝑀(𝑐)

|∇𝑢| 𝑑𝑥𝑑𝑦, 𝐹2(𝑐, 𝑢) =

∫︁∫︁
𝑀(𝑐)

|∇𝑢|𝜅(𝑥, 𝑦) 𝑑𝑥𝑑𝑦,
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where |∇𝑢| is a gradient function and 𝜅(𝑥, 𝑦) is a curvature of level lines for
function 𝑢(𝑥, 𝑦):

𝜅(𝑥, 𝑦) =

𝜕2𝑢
𝜕𝑦2 (𝜕𝑢𝜕𝑥 )2 − 2𝜕𝑢𝜕𝑥 (𝜕𝑢𝜕𝑦 ) 𝜕2𝑢

𝜕𝑥𝜕𝑦 + 𝜕2𝑢
𝜕𝑥2 (𝜕𝑢𝜕𝑦 )2(︀

(𝜕𝑢𝜕𝑦 )2 + (𝜕𝑢𝜕𝑥 )2
)︀3/2 .

For border length 𝐿(𝑐) and border curvature 𝜅(𝑐) for smooth regular function
are defined by the following integral-geometrical ratios:

𝐿(𝑐) =
𝑑𝐹1

𝑑𝑐
, 𝜅(𝑐) =

𝑑𝐹2

𝑑𝑐
.

Let’s call subintegral values

𝜆1(𝑥, 𝑦) = |∇𝑢| , 𝜆2(𝑥, 𝑦) = |∇𝑢|𝜅(𝑥, 𝑦) =

𝜕2𝑢
𝜕𝑦2 (𝜕𝑢𝜕𝑥 )2 − 2𝜕𝑢𝜕𝑥 (𝜕𝑢𝜕𝑦 ) 𝜕2𝑢

𝜕𝑥𝜕𝑦 + 𝜕2𝑢
𝜕𝑥2 (𝜕𝑢𝜕𝑦 )2

(𝜕𝑢𝜕𝑦 )2 + (𝜕𝑢𝜕𝑥 )2

as density of lengths and density of curvature for image contour lines. We defined
them for smooth functions, in the obvious way they are defined also for grid
functions.

Generally, when function 𝑢(𝑥, 𝑦) is irregular or grid, we call functions 𝐹1(𝑐),
𝐹2(𝑐) irregularity of the first and second order for contour grid lines.

Conclusion
The approach to the images analysis based on the three-webs theory is the

perspective direction in the field of digital image processing. Problems of spe-
cial points identification for three-channel images, search of three-web integral
characteristics, determination of local correlation for two images are requiring
attention, in our opinion. The presented methods of three-web invariant calcula-
tion and integral-topographical characteristics definition can find application in
the wide class of images processing, analysis and classification problems.
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The study considers the application methods of spatial quasiconformal map-
ping while solving the problems on continuum strain within the continuous medium.
The deformation process with the transition of the continuous medium initial
status into the current status is modeled via the Lagrangean and Eulerian coor-
dinates connection. When taking the axiom of the quasiconformal connection,
we come to conclusion that any of the known definitions of spatial quasiconfor-
mal mapping is able to save the property of the continuous medium initial status
under its deformation. Quasiconformity of the Lagrangean and Eulerian coor-
dinates connection is determined for the classical models of the fluids’ motion
when based on conclusion that standard deviator of strain-rate tensor represents
the velocity of change in volume form of an infinitely small particle [1], theorem
6. The class of the dynamic systems, which give rise to quasiconformal isotopy,
was considered in the context of the same approach as the only solution of the
Cauchy problem for the definite class of vector-fields [2, 3]. According to the
continuous medium models with the hypothetical quasiconformal connection of
the Lagrangean and Eulerian coordinates, smoothness of vector field generating
quasiconformal isotopy does not always allow us to formulate sufficient conditions
for existence and uniqueness of the Cauchy problem solution in terms of vector-
field modules continuity. These models suppose correctness and uniqueness of
the Cauchy problem solution for vector-fields in terms of isotopy classes gener-
ated by vector-fields [4]. The existence and uniqueness theorems for the Cauchy
problem in terms of quasiconformal isotopy properties generated by vector-fields
are recognized to be one of the quasiconformal mapping application methods for
the kinematic connection renewal problem of the Lagrangean and Eulerian coor-
dinates for non-smooth vector-fields. Another use of the quasiconformal connec-
tions of the Lagrangean and Eulerian coordinates is referred to the compactness
properties of the quasiconformal mapping families. In this regard, we study the
model of the limiting transition for the viscous incompressible fluid into the ideal
fluid at vanishing viscosity. This model is based on Stokes’ law that postulates
proportionality of deviator of stress tensor to deviator of strain-rate tensor, where
coefficient of proportionality appears to be viscosity coefficient. It follows from
this property that the uniform boundedness of deviator of strain-rate tensor in
certain norm causes the boundedness of maximum shear stress – to – coefficient
of viscosity ratio. The estimation, which defines the compactness property for
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the quasiconformal isotopy family of the definite class, follows from this fact; and
we obtain the sequence of viscous incompressible fluid, which tends to the ideal
fluid at vanishing viscosity.
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I consider local solutions of the 3D Navier-Stokes equations and its properties
such as an existence of global and smooth solution, uniform boundedness (see [1,
2]).The basic role is assigned to a special invariant class of solenoidal vector fields
and three parameters that are invariant with respect to the scaling procedure.
Since in spaces of even dimension the scaling procedure is a conformal mapping on
Heisenberg group then an application of invariant parameters can be considered
as the application of conformal invariants. All this gives the possibility to prove
the sufficient and necessary conditions for existence of a global regular solution. It
is the main result and one among some new statements. With some compliments
the rest improves well-known classical results.

Another aspect close to conformal structure is connected with integral iden-
tities for solenoidal fields belonging to S. Ju. Dobrokhotov and A. I. Shafarevich.
Applying new integral identities it can see an influence of space dimension on an
existence of global regular solutions.
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We study the existence of fixed points of contraction mappings and coinci-
dence points of set-valued mappings in (𝑞1, 𝑞2)−quasimetric spaces. In order to
pass on to the main results, let us recall some definitions.

Definition 1. A function 𝜌𝑋 : 𝑋×𝑋 → R+ , such that 𝜌𝑋(𝑥, 𝑦) = 0 ⇐⇒ 𝑥 = 𝑦,
is called a (𝑞1, 𝑞2)-quasimetric for 𝑞1, 𝑞2 ≥ 1, if the generalized (𝑞1, 𝑞2)-triangle
inequality holds:

𝜌𝑋(𝑥, 𝑧) ≤ 𝑞1𝜌𝑋(𝑥, 𝑦) + 𝑞2𝜌𝑋(𝑦, 𝑧) ∀𝑥, 𝑦, 𝑧 ∈ 𝑋.

The pair (𝑋, 𝜌𝑋) is called a (𝑞1, 𝑞2)-quasimetric space. (1, 1)-quasimetric space
is called a quasimetric space.

Definition 2. For 𝛽 > 0 the mapping Φ : 𝑋 → 𝑋 is called 𝛽-Lipschitz if

𝜌𝑋(Φ(𝑥),Φ(𝑦)) ≤ 𝛽𝜌𝑋(𝑥, 𝑦) ∀𝑥, 𝑦 ∈ 𝑋.

If 𝛽 < 1 then the mapping Φ is said to be a contraction mapping.

Definition 3. A sequence {𝑥𝑖}∞𝑖=1 ⊂ 𝑋 such that

𝜌𝑋(𝑥𝑗 , 𝑥𝑖) < 𝜀 ∀ 𝑖, 𝑗 ∈ N : 𝑖 > 𝑗 > 𝑁,

is called a Cauchy sequence.

Definition 4. A sequence {𝑥𝑖}∞𝑖=1 ⊂ 𝑋 is said to converge to a point 𝑥0 ∈ 𝑋 in
a quasimetric space (𝑋, 𝜌𝑋) if lim

𝑖→∞
𝜌𝑋(𝑥0, 𝑥𝑖) = 0.

Definition 5. A quasimetric space (𝑋, 𝜌𝑋) is said to be complete if any Cauchy
sequence converges in this space.

For a mapping Φ : 𝑋 → 𝑌 denote 𝑔𝑝ℎΦ = {(𝑥, 𝑦) ∈ 𝑋 × 𝑌 : 𝑦 = Φ(𝑥)}.

Definition 6. The mapping Φ : 𝑋 → 𝑌 is said to be closed if for all sequences
{𝑥𝑖} ⊂ 𝑋 and {𝑦𝑖} ⊂ 𝑌 , such that they converge to points 𝑥0 and 𝑦0 respectively
and (𝑥𝑖, 𝑦𝑖) ∈ 𝑔𝑝ℎ(Φ) for all 𝑖, we have (𝑥0, 𝑦0) ∈ 𝑔𝑝ℎ(Φ).

Let us consider the following fixed point theorem from [1].
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Theorem 1. A closed contraction mapping acting from a complete (𝑞1, 𝑞2)-
quasimetric space to itself has a unique fixed point.

It can be seen that the theorem above is similar to the Banach fixed point the-
orem but additionally requires the graph of the mapping to be closed as (𝑞1, 𝑞2)-
quasimetric spaces do not necessarily satisfy the 𝑇2 axiom and hence the graph
of a contraction mapping may not be closed. A natural question arises whether
the assumption of the mapping being closed is essential in Theorem 1.

The example below illustrates and gives an affirmative answer to the question
above.

Example 1. Set 𝑋 = {0, 1, 2, 3, ...}. Let us define a (1, 1)-quasimetric 𝜌 : 𝑋 ×
𝑋 → R+,

𝜌(𝑘, 𝑛) =

⎧⎪⎨⎪⎩
1

2𝑛−1 − 1
2𝑘−1 , if 𝑘 > 𝑛.

1
2𝑛 , if 𝑘 < 𝑛.

0, if 𝑘 = 𝑛.

Let us define a 1
2−Lipschitz mapping Φ : 𝑋 → 𝑋, Φ(𝑛) = 𝑛 + 1 for all 𝑛 ∈ 𝑋.

It is obvious, that the mapping Φ does not have fixed points. It can be easily
verified that mapping Φ is not closed.

Let us now pass on to set-valued mappings and state the sufficient conditions
for existence of coincidence points. Again we start with definitions.

Definition 7. A point 𝜉 is said to be a coincidence point of set-valued mappings
Φ,Ψ if Φ(𝜉) ∩Ψ(𝜉) ̸= ∅.

Definition 8. Let 𝛼 > 0. The set-valued mapping Ψ : 𝑋 ⇒ 𝑌 is called
𝛼−covering if ⋃︁

𝑦∈Ψ(𝑥)

𝐵𝑌 (𝑦, 𝛼𝑟) ⊆ Ψ(𝐵𝑋(𝑥, 𝑟)) ∀𝑟 ≥ 0, ∀𝑥 ∈ 𝑋.

Definition 9. For 𝑈, 𝑉 ⊂ 𝑋 the function ℎ+𝑋(𝑈, 𝑉 ) = sup
𝑢∈𝑈

𝑑𝑖𝑠𝑡(𝑢, 𝑉 ) is called

the Hausdorff deviation, where 𝑑𝑖𝑠𝑡(𝑈, 𝑉 ) = 𝑖𝑛𝑓{𝜌𝑋(𝑥1, 𝑥2), 𝑥1 ∈ 𝑈, 𝑥2 ∈ 𝑉 }.

Definition 10. For 𝑈, 𝑉 ⊂ 𝑋 the function ℎ𝑋(𝑈, 𝑉 ) = max{ℎ+𝑋(𝑈, 𝑉 ), ℎ+𝑋(𝑉,𝑈)}
is called the Hausdorff distance.

Definition 11. The set-valued mapping Φ : 𝑋 ⇒ 𝑌 is called 𝛽− Lipschitz if

ℎ(Φ(𝑥1),Φ(𝑥2)) ≤ 𝛽𝜌𝑋(𝑥1, 𝑥2) ∀𝑥1, 𝑥2 ∈ 𝑋.

Let 𝛼, 𝛽 be non-negative. The ordered pair of set-valued mappings (Ψ,Φ)
belong to ℱ𝛼,𝛽 if
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1) The set-valued mapping Ψ is 𝛼−covering and its graph is closed;
2) The set-valued mapping Φ is 𝛽− Lipschitz;
3) At least one of the graphs 𝑔𝑝ℎ(Ψ) or 𝑔𝑝ℎ(Φ) is complete.
For 𝑥 ∈ 𝑋 and 𝑟 > 0 set

𝑀(𝑥, 𝑟) = {𝑦 ∈ Φ(𝑥) : 𝑑𝑖𝑠𝑡(Ψ(𝑥), 𝑦) < 𝑟},

𝑆(𝜃, 𝑛) =
1− 𝜃𝑛

1− 𝜃
, where 𝜃 ≥ 0.

Theorem 2 (on existence of coincidence points). Let an ordered pair of set-
valued mappings (Ψ,Φ) ∈ ℱ𝛼,𝛽 be given. Let 𝑚0 = min{𝑗 ∈ N : 𝑞2𝛽

𝑗 < 1}. Then
for all 𝑥0 ∈ 𝑋, 𝑟0 > 𝑑𝑖𝑠𝑡(Ψ(𝑥0),Φ(𝑥0)), 𝑦1 ∈ 𝑀(𝑥0, 𝑟0) there exist 𝜉 ∈ 𝑋, 𝜂 ∈ 𝑌
such that 𝜂 ∈ Ψ(𝜉) ∩ Φ(𝜉), and the following inequalities hold:

lim
𝜆→𝜉

𝜌(𝑥0, 𝜆) ≤
𝑞21𝛼

𝑚0−1𝑆(𝑞2
𝛽
𝛼 ,𝑚0 − 1) + 𝑞1(𝑞2𝛽)𝑚0−1

𝛼𝑚0 − 𝑞2𝛽𝑚0
𝑟0,

lim
𝜅→𝜂

𝜌(𝑦1, 𝜅) ≤ 𝛽
𝑞21𝛼

𝑚0−1𝑆(𝑞2
𝛽
𝛼 ,𝑚0 − 1) + 𝑞1(𝑞2𝛽)𝑚0−1

𝛼𝑚0 − 𝑞2𝛽𝑚0
𝑟0.

The above theorem is a supplementation to an analogous theorem from [1]
with an additional estimate on 𝑦1 ∈𝑀(𝑥0, 𝑟0).
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Theorem of Atiyah and Donaldson asserts that there is a 1-1 correspondence
between the moduli space of 𝐺-instantons on R4 and based holomorphic maps of
the Riemann sphere to the loop space Ω𝐺 of the compact Lie group 𝐺. Generaliz-
ing this theorem, we have proposed the harmonic spheres conjecture establishing
a 1-1 correspondence between the moduli space of Yang–Mills 𝐺-fields on R4 and
based harmonic maps of the Riemann sphere to Ω𝐺. In our talk we shall dis-
cuss this conjecture and propose a method of its proof using the adiabatic limit
construction.
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Wiener-Hopf equation in measures
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Let R be the set of all real numbers, R+ be the set of all nonnegative numbers
and R− := R∖R+. Denote by ℬ the 𝜎-algebra of all Borel sets of the line R. Put
ℬ(R±) := {𝐴 ∈ ℬ : 𝐴 ⊆ R±}. The classical Wiener-Hopf equation is

𝑧(𝑥) =

∫︁ ∞

0

𝑘(𝑥− 𝑦)𝑧(𝑦) 𝑑𝑦 + 𝑔(𝑥), 𝑥 ∈ R+, (1)

where 𝑧(𝑥), 𝑥 ∈ R+, is unknown, and 𝑘(𝑥), 𝑥 ∈ R, and 𝑔(𝑥), 𝑥 ∈ R+, are known
functions. Equation (1) may be written as

𝑧(𝑥) =

∫︁ 𝑥

−∞
𝑧(𝑥− 𝑦)𝑘(𝑦) 𝑑𝑦 + 𝑔(𝑥), 𝑥 ∈ R+. (2)

Consider the following equation in measures

𝑧(𝐴) =

∫︁
R
𝑧[(𝐴− 𝑦) ∩ R+]𝐹 (𝑑𝑦) + 𝑔(𝐴), 𝐴 ∈ ℬ(R+), (3)

where 𝑧 is an unknown measure on ℬ(R+), 𝐹 is a probability distribution on
ℬ and 𝑔 is a known finite measure on ℬ(R+). Denote by 𝐹𝑛* the 𝑛th-fold
convolution of 𝐹 :

𝐹 1* := 𝐹, 𝐹 (𝑛+1)* := 𝐹𝑛* * 𝐹, 𝑛 ≥ 1,

and by 𝐹 0* := 𝛿0 the atomic measure of unit mass at 0. A solution to equation (3)
is given in terms of the Wiener-Hopf factorization

𝛿0 − 𝐹 = (𝛿0 − 𝐹−) * (𝛿0 − 𝐹+),

where 𝐹± are specific probability distributions concentrated on R± respectively.
Let 𝑈± :=

∑︀∞
𝑘=0 𝐹

𝑘*
± be the renewal measures generated by 𝐹± respectively.

Theorem 1. Let 𝐹 be a nonarithmetic probability distribution on R and let 𝑔 be
a finite measure defined on ℬ(R+). Then the measure

𝑧(𝐴) := 𝑈+ *
[︀
(𝑈− * 𝑔)|R+

]︀
(𝐴), 𝐴 ∈ ℬ(R+), (4)

is a solution to equation (3), which coincides with the solution obtained by suc-
cessive approximations, i.e. 𝑧(𝐴) = lim𝑛→∞ 𝑧(𝑛)(𝐴), where

𝑧(0)(𝐴) = 𝑔(𝐴), 𝑧(𝑛)(𝐴) =

∫︁
R
𝑧(𝑛−1)[(𝐴−𝑦)∩R+]𝐹 (𝑑𝑦)+𝑔(𝐴), 𝐴 ∈ ℬ(R+).
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Theorem 2. Let 𝐹 be a nonarithmetic probability distribution on R such that

𝜇 :=

∫︁ ∞

−∞
𝑥𝐹 (𝑑𝑥) ∈ (0,+∞],

and let 𝑔 be a finite measure defined on ℬ(R+). Then the solution 𝑧 defined by (4)
of equation (3) satisfies the following relation:

𝑧((𝑥, 𝑥+ ℎ])→ ℎ𝑔(R+)

𝜇
− ℎ

𝜇+

∫︁ 0+

−∞
𝑔((−∞,−𝑦))𝑈−(𝑑𝑦), 𝑥→∞; (5)

here ℎ > 0 is a fixed number and 𝜇+ :=
∫︀∞
0
𝑥𝐹+(𝑑𝑥).

Remark 1. Suppose that 𝐹 is concentrated on R+ and 𝑔 = 𝐹 . Then equation (3)
coincides with the renewal equation 𝑧 = 𝑧*𝐹+𝐹 and Blackwell’s renewal theorem
states that 𝜇 > 0 implies 𝑧((𝑥, 𝑥+ ℎ])→ ℎ/𝜇 as 𝑥→∞, which in turn coincides
with (5) since 𝐹 (R+) = 1, 𝑈− = 𝛿0 and 𝐹 ((−∞, 0)) = 0.

Remark 2. What is the connection between equations (2) and (3)? Suppose
that 𝑔 is absolutely continuous and that so is 𝐹 with density 𝑘(𝑥). Then the
solution 𝑧 of equation (3) given by (4) is absolutely continuous. In fact, if one
of two measures is absolutely continuous, then so is their convolution. Hence
𝑈− * 𝑔, its restriction to R+ and the solution given by 𝑧 = 𝑈+ *

[︀
(𝑈− * 𝑔)|R+

]︀
are all absolutely continuous measures. Moreover, the integral in (3) is also an
absolutely continuous measure, being the difference 𝑧−𝑔 of absolutely continuous
measures. Take 𝐴 = [0, 𝑥] in (3). After some manipulations we arrive at∫︁ 𝑥

0

[︁
𝑧′(𝑢)−

∫︁ 𝑢

−∞
𝑧′(𝑢− 𝑦)𝑘(𝑦) 𝑑𝑦 − 𝑔′(𝑢)

]︁
𝑑𝑢 ≡ 0.

Differentiating this identity, we obtain the equation for the density 𝑧′ of the
solution to (3):

𝑧′(𝑥) =

∫︁ 𝑥

−∞
𝑧′(𝑥− 𝑦)𝑘(𝑦) 𝑑𝑦 + 𝑔′(𝑥).

It follows that in the absolutely continuous case equation (3) in measures is
equivalent to equation (2) — or, which is the same, to the classical Wiener-Hopf
equation (1) — for the corresponding densities.
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The Reshetnyak formula for the momentum ray transform

Vladimir Sharafutdinov
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The ray transform integrates symmetric tensor fields over lines. The family
of oriented straight lines in R𝑛 is parameterized by points of the manifold

𝑇S𝑛−1 = {(𝑥, 𝜉) ∈ R𝑛 × R𝑛 | |𝜉| = 1, ⟨𝑥, 𝜉⟩ = 0} ⊂ R𝑛 × R𝑛

that is the tangent bundle of the unit sphere S𝑛−1. Let 𝒮(𝑇S𝑛−1) be the Schwartz
space of smooth functions 𝑢(𝑥, 𝜉) on 𝑇S𝑛−1 rapidly decaying in 𝑥 together with
all derivatives.

Let 𝑆𝑚R𝑛 be the vector space of rank 𝑚 symmetric tensors on R𝑛 and let
𝒮(R𝑛;𝑆𝑚R𝑛) be the Schwartz space of 𝑆𝑚R𝑛-valued functions that are called
rank 𝑚 smooth fast decaying symmetric tensor fields on R𝑛. The momentum ray
transforms

𝐼𝑘 : 𝒮(R𝑛;𝑆𝑚R𝑛)→ 𝒮(𝑇S𝑛−1) (𝑘 = 0, 1, . . . ,𝑚)

are defined by

(𝐼𝑘𝑓)(𝑥, 𝜉) =

∞∫︁
−∞

𝑡𝑘⟨𝑓(𝑥+ 𝑡𝜉), 𝜉𝑚⟩ 𝑑𝑡 =

∞∫︁
−∞

𝑡𝑘𝑓𝑖1...𝑖𝑚(𝑥+ 𝑡𝜉) 𝜉𝑖1 . . . 𝜉𝑖𝑚 𝑑𝑡.

A tensor field 𝑓 ∈ 𝒮(R𝑛;𝑆𝑚R𝑛) is uniquely determined by the data (𝐼0𝑓, 𝐼1𝑓, . . . , 𝐼𝑚𝑓),
we present the inversion algorithm.

Let 𝐻𝑠
𝑡 (R𝑛) be the generalized Sobolev space introduced in [1]. The Reshet-

nyak formula expresses the norm ‖𝑓‖𝐻𝑠𝑡 (R𝑛;𝑆𝑚R𝑛) of a symmetric tensor field 𝑓
through some adapted norm of the data (𝐼0𝑓, 𝐼1𝑓, . . . , 𝐼𝑚𝑓). For example, the
Reshetnyak formula in the case of 𝑚 = 1 looks as follows:

‖𝑓‖2𝐻𝑠𝑡 (R𝑛;𝑆1R𝑛) = 𝑎𝑛

[︁ 𝑛∑︁
𝑖=1

‖Ξ𝑖(𝐼0𝑓)‖2
𝐻
𝑠+1/2

𝑡+1/2
(𝑇S𝑛−1)

+ ‖𝐼0𝑓‖2
𝐻
𝑠+1/2

𝑡+1/2
(𝑇S𝑛−1)

+ ‖𝐼1𝑓‖2
𝐻
𝑠+3/2

𝑡+3/2
(𝑇S𝑛−1)

+ 2ℜ
(︀
i𝑍(𝐼0𝑓), 𝐼1𝑓

)︀
𝐻𝑠+1
𝑡+1 (𝑇S𝑛−1)

]︁
. (1)

Here Ξ𝑖 are first order differential operators on 𝑇S𝑛−1 defined by

Ξ𝑖 =
𝜕

𝜕𝜉𝑖
− 𝑥𝑖𝜉𝑝

𝜕

𝜕𝑥𝑝
− 𝜉𝑖𝜉𝑝

𝜕

𝜕𝜉𝑝
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and 𝑍 is the first order pseudodifferential operator on 𝑇S𝑛−1 defined, with the
help of the Fourier transform, by

̂︁𝑍𝜙(𝑦, 𝜉) =
𝑦𝑖

|𝑦|
(Ξ𝑖𝜙)(𝑦, 𝜉).

Formula (1) contains 4 terms on the right-hand side. We also present the
corresponding formula for 𝑚 = 2 which contains 19 terms on the right-hand side.
In principle, the Reshetnyak formula can be written for an arbitrary 𝑚, but the
bulkiness of the formula grows rapidly with 𝑚. For example, the Reshetnyak
formula for 𝑚 = 3 contains more than 250 terms on the right-hand side, and we
cannot write the formula in a compact form.

The Reshetnyak formula gives the best stability estimate for the inverse prob-
lem of recovering a rank 𝑚 symmetric tensor field 𝑓 from the data (𝐼0𝑓, . . . , 𝐼𝑚)
and allows to extend the map

𝑓 ↦→ (𝐼0𝑓, . . . , 𝐼𝑚)

to a linear continuous operator on the space 𝐻𝑠
𝑡 (R𝑛;𝑆𝑚R𝑛) for every 𝑠 ∈ R and

𝑡 > −𝑛/2.
This is the joint work with Venky Krishnan, Ramesh Manna, and Suman

Kumar (TIFR Centre for Applicable Mathematics, Bangalore, India).
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Logarithmic coefficients of the inverse
or univalent functions
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Let 𝒮 be the class of analytic and univalent functions in the unit disk |𝑧| < 1,

that have a series of the form 𝑓(𝑧) = 𝑧 +
∞∑︀
𝑛=2

𝑎𝑛𝑧
𝑛. Let 𝐹 be the inverse of

the function 𝑓 ∈ 𝒮 with the series expansion 𝐹 (𝑤) = 𝑓−1(𝑤) = 𝑤 +
∞∑︀
𝑛=2

𝐴𝑛𝑤
𝑛

for |𝑤| < 1/4. The logarithmic inverse coefficients Γ𝑛 of 𝐹 are defined by the
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formula log (𝐹 (𝑤)/𝑤) = 2
∞∑︀
𝑛=1

Γ𝑛(𝐹 )𝑤𝑛. In this talk, we will first discuss about

the logarithmic coefficients bound for certain univalent functions, then we will
determine the sharp bound for the absolute value of Γ𝑛(𝐹 ) when 𝑓 belongs to
𝒮 and for all 𝑛 ≥ 1. This result motivates us to carry forward similar problems
for some of its important geometric subclasses. In some cases, we have managed
to solve this question completely but in some other cases it is difficult to handle
for 𝑛 ≥ 4. For example, in the case of convex functions 𝑓 , we show that the
logarithmic inverse coefficients Γ𝑛(𝐹 ) of 𝐹 satisfy the inequality

|Γ𝑛(𝐹 )| ≤ 1

2𝑛
for 𝑛 ≥ 1, 2, 3

and the estimates are sharp for the function 𝑙(𝑧) = 𝑧/(1 − 𝑧). Although this
cannot be true for 𝑛 ≥ 10, it is not clear whether this inequality could still be
true for 4 ≤ 𝑛 ≤ 9.

This talk is based on the following articles.
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It is known from the dates of Young and Laplace that Laplace formula for
equilibrium surfaces

2𝐻 = 𝑃2 − 𝑃1,

may be deduced as from macroscopic considerations as from the microscopic ones.
The advantages of the microscopic theory lie in the possibility to take into

account the flexural energy of the intermediate layer, the so-called Willmore
energy.

We propose a model, which takes into account also the energy needed for
the formation of the intermediate layer described by the mathematical surface or
Gibbs surface.
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In order to find equilibrium surface we use as in the classical case the varia-
tional principle.

The work of the forces forming intermediate layer is equal to

2𝐻 −𝐾𝑙𝑝.

Here 𝐾 is the Gaussian curvature of the surface of separation.
The functionals whose first variation is determined by the mean curvature

are well known. We propose the functionals whose first variation yield Gauss
curvature of the admissible surfaces. We use theory of quasiconformal mappings
connected with half geodesic parameterizations of surfaces in order to find such
functionals over the class of the convex Liouville surfaces.

In the general case the conjugated Beltrami equation is non-linear one and
degenerating on the unknown set with unknown velocity.

Using functionals of the Gaussian curvature, we study axisymmetrical prob-
lem for liquid drops pending from the plane.

The equation we get has the following form

𝜇 ·∆𝑆𝐻 + 2𝜇 ·𝐻
(︀
𝐻2 −𝐾

)︀
+ 2𝐻 + 𝑙𝑝𝐾 = 𝜆+

1

𝜎
Γ · 𝜌.

Here ∆𝑆 – Laplace – Beltrami operator corresponding to the metrical tensor of
the surface, 𝐻 – mean curvature, 𝐾 – Gaussian curvature of equilibrium surface
and 𝑙𝑝 – the thickness of the intermediate layer. The right hand expression
corresponds to the gravitational forces. The first two terms on the left correspond
to the forces responsible for the formation of the intermediate layer.

Besides we get the formulas connecting the thickness of intermediate layer
and contact angle.

When 𝜇= 𝑙𝑝 = 0 we get classical result.
In the absence of gravitational forces the surfaces we get can be considered

as the generalizations of the minimal surfaces including those indicated in the
monograph of Nitszhe on minimal surfaces.
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On the closure of the set of finitely supported
smooth functions in anisotropic weighted Hölder spaces

and de Rham complex over it
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We give a description of the closure of the set of finitely supported smooth
functions ı́n anisotropic Hölder spaces weighted at the infinity with respect to
the space variables over the strip R𝑛 × [0, 𝑇 ] with a finite time 𝑇 > 0 and the
dimension 𝑛 ≥ 2, cf. [1, S1.3] for the usual isotropic Hölder spaces over bounded
open sets and compacts or [2] for the isotropic weighted Hölder spaces over the
strip R𝑛. We use the functions (1 + |𝑥|2)𝛾/2, 𝛾 > 0, as the weights.

We also consider the de Rham differentials as bounded linear operators over
the closure and the scale anisotropic weighted Hölder spaces itself. We indicate
the range of weights such that the operators have the Fredholm property, cf. [3] for
the Laplace operator in R𝑛, [2] for the de Rham complex over isotropic weighted
Hölder spaces and [4] for anisotropic weighted Hölder spaces corresponding to a
very narrow range of the weight-indexes 𝛾.
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Weighted Sobolev space and capacity
with Muckenhoupt weight
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Let Ω be an open subset of the real Euclidean 𝑛-dimensional space R𝑛, 𝑛 ≥ 2,
1 < 𝑝 < ∞, 𝑚 = 1, 2, . . . Below let 𝑤 be the 𝐴𝑝-Muckenhoupt weight [1]. Then
𝑤 is a 𝑝-admissible weight in the Heinonen-Kilpeläinen-Martio sense from [2].

Let𝐷𝛼𝑢 be a distributional derivative of order |𝛼| =
𝑚∑︀
𝑗=1

𝛼𝑗 , 𝛼 = (𝛼1, . . . , 𝛼𝑚) ≥ 0.

Here we set ∇̃𝑚𝑢 = {𝐷𝛼𝑢 : 0 ≤ |𝛼| ≤ 𝑚}.
The Sobolev space 𝑊𝑚

𝑝,𝑤(Ω) is defined as{︃
𝑢 : ‖𝑢‖𝑊𝑚

𝑝,𝑤(Ω) =

(︂∫︁
Ω

(︁ ∑︁
0≤|𝛼|≤𝑚

(𝐷𝛼𝑢)2
)︁𝑝/2

𝑤 𝑑𝑥

)︂1/𝑝

<∞

}︃
,

where 𝑑𝑥 is the element of the 𝑛-dimensional Lebesgue measure. The space
∘
𝑊

𝑚
𝑝,𝑤(Ω) is the closure of 𝐶∞

0 (Ω) in 𝑊𝑚
𝑝,𝑤(Ω).

Suppose that𝐾 is a compact subset of Ω. Let𝑊 (𝐾,Ω) = {𝑢 ∈ 𝐶∞
0 (Ω) : 𝑢 = 1

in some neighbourhood of 𝐾} and define

Cap𝑚𝑝,𝑤(𝐾,Ω) = inf
𝑢∈𝑊 (𝐾,Ω)

∫︁
Ω

|̃︀∇𝑚𝑢|𝑝𝑤 𝑑𝑥.
For an arbitrary 𝐸 ⊂ Ω we set Cap𝑚𝑝,𝑤(𝐸,Ω) = sup Cap𝑚𝑝,𝑤(𝐾,Ω) where

supremum is taken over all compacts 𝐾 ⊂ 𝐸. The number Cap𝑚𝑝,𝑤(𝐸,Ω) is
called the (𝑚, 𝑝,𝑤)-capacity of the condenser (𝐸,Ω).

A set 𝐸 in R𝑛 is said to be of (𝑚, 𝑝,𝑤)-capacity zero if Cap𝑚𝑝,𝑤(𝐸,𝑅𝑛) = 0.
In this case we write Cap𝑚𝑝,𝑤(𝐸) = 0.

Let 𝑢0 be an extremal for Cap𝑚𝑝,𝑤(𝐾,Ω), i. e. such that 𝑢0 = lim
𝑗→∞

𝑢𝑗 in

𝑊𝑚
𝑝,𝑤(Ω) where 𝑢𝑗 ∈ 𝑊 (𝐾,Ω) and

∫︀
Ω
|̃︀∇𝑚𝑢0|𝑝𝑤 𝑑𝑥. = Cap𝑚𝑝,𝑤(𝐾,Ω) for a com-

pact subset 𝐾 of Ω.

Theorem 1. Let 𝑢 ∈𝑊𝑚
𝑝,𝑤(Ω). Then there is a sequence 𝑢𝑗 ∈ 𝐶∞(Ω) such that

𝑢 = lim
𝑗→∞

𝑢𝑗 in 𝑊𝑚
𝑝,𝑤(Ω).

Theorem 2. A function 𝑢 ∈ 𝑊𝑚
𝑝,𝑤(Ω) is extremal for Cap𝑚𝑝,𝑤(𝐾,Ω) if and only

if
∫︀
Ω

|̃︀∇𝑚𝑢|𝑝−2 ̃︀∇𝑚𝑢 · ̃︀∇𝑚𝑣 𝑤 𝑑𝑥 = 0 for every 𝑣 ∈ 𝐶∞
0 (Ω) and 𝑣 = 0 in some

neighbourhood of compact 𝐾.
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Theorem 3. Let 𝐸 be a relatively closed subset of Ω. Then
∘
𝑊

𝑚,𝑝
𝑤 (Ω) =

∘
𝑊

𝑚,𝑝
𝑤 (Ω ∖ 𝐸) if and only if 𝐸 has a (𝑚, 𝑝,𝑤)-capacity zero.

Theorem 4. Suppose that 𝐸 is a relatively closed subset of Ω. If 𝐸 is of
(𝑚, 𝑝,𝑤)-capacity zero or 𝐸 is a 𝑁𝐶𝑝,𝑤-set [3] then 𝑊𝑚,𝑝

𝑤 (Ω) = 𝑊𝑚,𝑝
𝑤 (Ω ∖ 𝐸).

Theorem 5. 𝑊𝑚,𝑝
𝑤 (Ω) =

∘
𝑊

𝑚,𝑝
𝑤 (Ω) if and only if R𝑛 ∖Ω has a (𝑚, 𝑝,𝑤)-capacity

zero.

Remark 1. For 𝑚 = 1 theorems 3–5 follow from the results of [2, 4].

Remark 2. The theorems 1–4 can be extended to the weighted spaces similar to
𝑊𝑚
𝑝 , 𝐿𝑚𝑝 in [5].

Remark 3. The theorem 3 can be extended to the spaces similar to 𝐻1,𝑝(Ω, 𝜇)
in [2].
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Types of growth points of a dendrite
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Let 𝒮 = {𝑆1, 𝑆2, . . . 𝑆𝑚} be a self-similar linear zipper [1] in R, whose attractor
𝐾 is [0, 1].

We consider the question:

Can we add a similarity map 𝑆* of the complex plane C to the system 𝒮 in such
a way, that the attractor 𝐾 ′ of the resulting system 𝒮 ′ would be a dendrite?

A point 𝑐 ∈ [0, 1] is called a dendrite growth point, if there is such ℎ > 0, that
the attractor 𝐾 ′ of a system 𝒮 ′ = {𝑆1, 𝑆2, . . . 𝑆𝑚, 𝑆*}, where 𝑆*(𝑧) = 𝑖ℎ𝑧 + 𝑐, is
a dendrite.

We prove that there are 3 types of dendrite growth points, depending on their
address 𝑖1𝑖2 . . . 𝑖𝑛 . . . in 𝐾:

(1) The point 𝑐 has a periodic address 𝑐 = 𝜋(𝑖1𝑖2 . . . 𝑖𝑛). Then 𝑐 is a growth
point if 𝑐 ̸= 0, 1 and 𝒮𝑖1𝑖2...𝑖𝑛 = 𝑆*𝑆

𝑘
𝐴𝑆

−1
* where 𝑆𝐴 is some element of the

semigroup generated by 𝒮 which fixes the point 0. In this case 𝐾 ′ is a p. c. f.
dendrite [2].

(2) 𝑐 has a preperiodic address 𝑐 = 𝜋(𝑗1𝑗2 . . . 𝑗𝑘𝑖1𝑖1𝑖2 . . . 𝑖𝑛) then for suffi-
ciently small ℎ, depending on 𝑗1𝑗2 . . . 𝑗𝑘 only, 𝐾 ′ is a p. c. f. dendrite.

(3) 𝑐 has aperiodic address such that there is initial word 𝑖1𝑖2 . . . 𝑖𝑛 such that
for any 𝑘 > 0,

𝑖𝑘+1𝑖𝑘+2 . . . 𝑖𝑘+𝑛 ̸= 𝑖1𝑖2 . . . 𝑖𝑛.

Then there is ℎ > 0 depending on 𝑖1𝑖2 . . . 𝑖𝑛 only for which 𝐾 ′ is a non-p. c. f.
dendrite.
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Invariant para-Sasakian structures on Lie groups

N. K. Smolentsev

Kemerovo State University
email: smolennk@mail.ru

In this paper, we consider left-invariant paracontact Sasaki structures on
Lie groups, which are obtained by central extensions of almost para-Kähler Lie
groups. The topic of paracontact structures is currently quite in great request,
there are several different approaches to the definition of the concept of paracon-
tact and para-Sasakian structures [1–3]. In this work, the para-Sasakian struc-
tures are defined according to the same scheme as the usual Sasaki structures in
the case of contact structures [4].

Let 𝑀 be a smooth (2𝑛+1)-dimensional manifold. A 1-form 𝜂 on 𝑀 is called
a contact form if 𝜂 ∧ (𝑑𝜂)𝑛 ̸= 0 everywhere on 𝑀 . Then the pair (𝑀,𝜂) is called
a contact manifold. The contact form 𝜂 on 𝑀 defines a rank 2𝑛 distribution
𝐷 = {𝑋 ∈ 𝑇𝑀 | 𝜂(𝑋) = 0}, which is called the contact. The contact manifold
𝑀 has a vector field 𝜉, called the Reeb field, which is defined by the properties:
𝜂(𝜉) = 1 and 𝑑𝜂(𝜉,𝑋) = 0 for all vector fields 𝑋 on 𝑀 .

Definition 1. A paracontact structure on the manifold 𝑀 is a triple (𝜂, 𝜉, 𝜑),
where 𝜂 is a contact form, 𝜉 – the Reeb vector field and 𝜑 is an affinor on 𝑀
with the property 𝜑2 = 𝐼 − 𝜂 ⊗ 𝜉. In addition, the affinor 𝜑 acts on contact
distribution 𝐷 as a para-complex structure.

Let 𝑀 be the paracontact manifold. Consider the direct product 𝑀 × R.
A vector field on the 𝑀 × R can be represented as a pair (𝑋, 𝑓𝜕𝑡), where 𝑋 is
a tangent to 𝑀 , 𝑡 is the coordinate on R and 𝑓 is a function on the 𝑀 × R.
We define an almost para-complex structure 𝐽 on the direct product 𝑀 × R as
follows: 𝐽(𝑋, 𝑓𝜕𝑡) = (𝜑(𝑋)− 𝑓𝜉,−𝜂(𝑋)𝜕𝑡).

Definition 2. Paracontact structure (𝜂, 𝜉, 𝜑) is called normal if the almost para-
complex structure 𝐽 on 𝑀 × R is integrable.

Definition 3. Let (𝑀,𝜂, 𝜉, 𝜑) be the paracontact manifold. Then the paracon-
tact metric structure is quadruple (𝜂, 𝜉, 𝜑, 𝑔), where 𝑔 is the pseudo-Riemannian
metric on 𝑀 for which the following properties hold:

1. 𝑑𝜂(𝑋,𝑌 ) = 𝑔(𝜑𝑋, 𝑌 );

2. 𝑔(𝜑𝑋, 𝜑𝑌 ) = −𝑔(𝑋,𝑌 ) + 𝜂(𝑋)𝜂(𝑌 ).

Definition 4. A para-Sasakian manifold is a normal paracontact metric mani-
fold.
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If the manifold under consideration is a Lie group 𝐺, it is natural to consider
the left-invariant contact structure. In this case, the contact form 𝜂, Reeb vector
field 𝜉, affinor 𝜑 and associated metric 𝑔 are defined by its values in the unit 𝑒,
that is, on the Lie algebra g. We will call the g a contact Lie algebra if it is
defined in a contact form 𝜂 ∈ g* and the vector 𝜉 ∈ g, such that 𝜂 ∧ (𝑑𝜂)𝑛 ̸= 0,
𝜂(𝜉) = 1 and 𝑑𝜂(𝜉,𝑋) = 0. Note that 𝑑𝜂(𝑥, 𝑦) = −𝜂([𝑥, 𝑦]). In a similar sense,
it is considered a contact metric Lie algebra, symplectic Lie algebra, para-Kähler
Lie algebra, para-Sasakian Lie algebra, etc.

Contact Lie algebra can be obtained as a result of the central extension of
the symplectic Lie algebra h. Recall this procedure. If (h, 𝜔) is the symplectic
Lie algebra, then the central extension g = h×𝜔 R is a Lie algebra in which the
Lie brackets are defined as follows:

[𝑋, 𝜉]g = 0, [𝑋,𝑌 ]g = [𝑋,𝑌 ]h + 𝜔(𝑋,𝑌 )𝜉

for any 𝑋,𝑌 ∈ h, where 𝜉 = 𝜕𝑡 is the unit vector in R.
On the Lie algebra g = h ×𝜔 R contact form given by the form 𝜂 = 𝜉*, and

𝜉 = 𝜕𝑡 is the Reeb field. If 𝑥 = 𝑋+𝜆𝜉 and 𝑦 = 𝑌 +𝜇𝜉, where 𝑋,𝑌 ∈ h, 𝜆, 𝜇 ∈ R,
then: 𝑑𝜂(𝑥, 𝑦) = −𝜂([𝑥, 𝑦]) = −𝜉* ([𝑋,𝑌 ]h + 𝜔(𝑋,𝑌 )𝜉) = −𝜔(𝑋,𝑌 ).

To define the affinor 𝜑 on g = h ×𝜔 R we can use an almost para-complex
structure 𝐽 on h as follows: if 𝑥 = 𝑋+𝜆𝜉, where 𝑋 ∈ h, then 𝜑(𝑥) = 𝐽𝑋. If this
almost para-complex structure 𝐽 on h is also compatible with the 𝜔, that is, it
has the property of 𝜔(𝐽𝑋, 𝐽𝑌 ) = −𝜔(𝑋,𝑌 ), we will get the paracontact metric
structure (𝜂, 𝜉, 𝜑, 𝑔) on g = h ×𝜔 R, where 𝑔(𝑋,𝑌 ) = 𝑑𝜂(𝜑𝑋, 𝑌 ) + 𝜂(𝑋)𝜂(𝑌 ).
Let ℎ(𝑋,𝑌 ) = 𝜔(𝑋, 𝐽𝑌 ) be a associated (pseudo) Riemannian metric on the
symplectic Lie algebra (h, 𝜔). Then for 𝑥 = 𝑋 + 𝜆𝜉 and 𝑦 = 𝑌 + 𝜇𝜉, we have:
𝑔(𝑥, 𝑦) = −𝜔(𝐽𝑋, 𝑌 ) + 𝜆𝜇 = ℎ(𝑋,𝑌 ) + 𝜆𝜇.

Theorem 1. The paracontact metric structure (𝜂, 𝜉, 𝜑, 𝑔) on the central expan-
sion g = h×𝜔 R is para-Sasakian if and only if the symplectic algebra (h, 𝜔, 𝐽) is
a para-Kähler.

Recall that the curvature tensor is defined by the formula𝑅(𝑋,𝑌 ) = [∇𝑋 ,∇𝑌 ]−
∇[𝑋,𝑌 ]. The Ricci tensor 𝑅𝑖𝑐 is a convolution of the curvature tensor 𝑅 with re-
spect to the first and fourth (upper) indices. For the pseudo-Riemannian metric
𝑔 the Ricci tensor 𝑅𝑖𝑐(𝑋,𝑌 ) can also be determined by the formula: 𝑅𝑖𝑐(𝑋,𝑌 ) =∑︀
𝑖 𝜀𝑖𝑔(𝑅(𝑒𝑖, 𝑌 )𝑍, 𝑒𝑖), where {𝑒𝑖} is an orthonormal basis and 𝜀𝑖 = 𝑔(𝑒𝑖, 𝑒𝑖).

Theorem 2. Let (𝜔, 𝐽, ℎ) be a para-Kähler structure on the Lie algebra h and
(𝜂, 𝜉, 𝜑, 𝑔) be the corresponding para-Sasakian structure on the central expansion
g = h ×𝜔 R. Then the curvature tensor 𝑅 on g is expressed in terms of the
curvature tensor 𝑅h on h, the symplectic form 𝜔 and the para-complex structure
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𝐽 on h as follows:

𝑅(𝑋,𝑌 )𝑍 = 𝑅h(𝑋,𝑌 )𝑍 +
1

4
𝜔(𝑌, 𝑍)𝐽𝑋 − 1

4
𝜔(𝑋,𝑍)𝐽𝑌 − 1

2
𝜔(𝑋,𝑌 )𝐽𝑍,

𝑅(𝑋,𝑌 )𝜉 = 0, 𝑅(𝑋, 𝜉)𝑍 =
1

4
𝑔(𝑋,𝑍)𝜉, 𝑅(𝑋, 𝜉)𝜉 = −1

4
𝑋,

where 𝑋,𝑌 ∈ h.

Theorem 3. Let (𝜔, 𝐽, ℎ) be a para-Kähler structure on the 2𝑛-dimensional
Lie algebra h and (𝜂, 𝜉, 𝜑, 𝑔) be the corresponding para-Sasakian structure on the
central expansion g = h ×𝜔 R. Then the Ricci tensor 𝑅𝑖𝑐 of g is expressed in
terms of the Ricci tensor 𝑅𝑖𝑐h on h as follows:

𝑅𝑖𝑐(𝑌,𝑍) = 𝑅𝑖𝑐h(𝑌,𝑍) +
1

2
ℎ(𝑌,𝑍),

𝑅(𝑌, 𝜉) = 0, 𝑅(𝜉, 𝜉) = −𝑛
2
.

where 𝑋,𝑌 ∈ h.
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Sharp estimates of sublinear and bilinear integral operators

Vladimir D. Stepanov*

Computing Center FEB RAS and Steklov Mathematical Insitute
email: stepanov@mi-ras.ru

Denote M the set of all Lebesgue measurable functions on R+ := [0;∞), and
let M+ ⊂M be the subset of all nonnegative functions.

For 0 < 𝑝 ≤ ∞ and 𝑣 ∈M+ we define weighted Lebesgue space

𝐿𝑝𝑣 :=

{︂
𝑓 ∈M : ‖𝑓‖𝑝,𝑣 :=

(︂∫︁ ∞

0

|𝑓(𝑥)|𝑝𝑣(𝑥)𝑑𝑥

)︂ 1
𝑝

<∞
}︂
,

𝐿∞
𝑣 :=

{︂
𝑓 ∈M : ‖𝑓‖∞,𝑣 := ess sup

𝑥≥0
𝑣(𝑥)|𝑓(𝑥)| <∞

}︂
.

Suppose that 𝑢, 𝑣, 𝑤 ∈M+, 0 < 𝑞, 𝑝, 𝑟 <∞, and a kernel 𝑘 : [0,∞)2 → [0,∞)
is a Borel function satisfying the following Oinarov condition: 𝑘(𝑥, 𝑦) = 0 for
0 ≤ 𝑥 < 𝑦 and 𝑘(𝑥, 𝑦) ≥ 0 for 0 ≤ 𝑦 ≤ 𝑥 and

𝐷−1((𝑘(𝑥, 𝑧) + 𝑘(𝑧, 𝑦)) ≤ 𝑘(𝑥, 𝑦) ≤ 𝐷((𝑘(𝑥, 𝑧) + 𝑘(𝑧, 𝑦)), 𝑥 ≥ 𝑧 ≥ 𝑦 ≥ 0

with a constant 𝐷 ≥ 1 independent on 𝑥, 𝑧, 𝑦.
We consider the weighted inequality

‖𝑅𝑓‖𝑟,𝑢 ≤ 𝐶‖𝑓‖𝑝,𝑣, 𝑓 ∈M+, (1)

where the sublinear integral operator 𝑅 has one of the following form:

𝑇𝑓(𝑥) :=

(︂∫︁ ∞

𝑥

𝑘1(𝑦, 𝑥)𝑤(𝑦)

(︂∫︁ 𝑦

0

𝑘2(𝑦, 𝑧)𝑓(𝑧)𝑑𝑧

)︂𝑞
𝑑𝑦

)︂ 1
𝑞

,

𝒯 𝑓(𝑥) :=

(︂∫︁ 𝑥

0

𝑘1(𝑥, 𝑦)𝑤(𝑦)

(︂∫︁ ∞

𝑦

𝑘2(𝑧, 𝑦)𝑓(𝑧)𝑑𝑧

)︂𝑞
𝑑𝑦

)︂ 1
𝑞

,

𝑆𝑓(𝑥) :=

(︂∫︁ ∞

𝑥

𝑘1(𝑦, 𝑥)𝑤(𝑦)

(︂∫︁ ∞

𝑦

𝑘2(𝑧, 𝑦)𝑓(𝑧)𝑑𝑧

)︂𝑞
𝑑𝑦

)︂ 1
𝑞

,

𝒮𝑓(𝑥) :=

(︂∫︁ 𝑥

0

𝑘1(𝑥, 𝑦)𝑤(𝑦)

(︂∫︁ 𝑦

0

𝑘2(𝑦, 𝑧)𝑓(𝑧)𝑑𝑧

)︂𝑞
𝑑𝑦

)︂ 1
𝑞
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and give sharp two-sided estimates for a least possible constant 𝐶.
Analogous problem is solved for the inequality (1) restricted to the cone of

monotone functions or, when operator 𝑅 has a bilinear form including the case
of Hardy-Steklov operators or multidimensional Hardy-type transform.

A talk is based on joint publications [1–10].
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Variational field theory in Sobolev spaces
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In our paper we show that classical theory of Weierstrass–Hilbert can be
strengthen. Precisely, for every field of extremals we show that if an extremal is
an element of the field then it gives minimum in the class of Sobolev functions
with the same boundary data and with the graphs in the set covered by the field.
This result remains valid if one of the extremals is singular. In the case there is
a field containing more then one singular extremal we can claim that each such
extremal gives problem for which there are no solution in the class of admissible
Lipschitz functions.

On families of subarcs in non-PCF dendrites

Andrei Tetenov𝑎,𝑏,*, Marina Chanchieva𝑎

𝑎Gorno-Altaisk State University; 𝑏Novosibirsk State University
email: atet@mail.ru, marinachan93@gmail.com

Post-critically finite (PCF) self-similar sets occupy significant position in the
theory of self-similar sets. They have a very clear structure which allows to
build productive models of analysis and differential equations. Such sets can also
have very attractive geometric features: as it was proved by C. Bandt in [1],
the set of dimensions of minimal subarcs of a PCF set is finite. This is also
true for any postcritically finite self-similar dendrite 𝐾, and the set of cut points
of such dendrite may be represented as a countable union of images of arcs
𝛾𝑘, 𝑘 = 1, . . . , 𝑛 which are the components of attractor of some graph-directed
IFS [2].

In this connection, much less is known about non-postcritically finite self-
similar dendrites. Nevertheless, it turns out that in non-PCF dendrites which
satisfy one-point intersection property the set of dimensions of subarcs may be
also finite. We construct a sufficiently wide family of non-postcritically finite
systems of contraction similarities 𝒮 = {𝑆0, 𝑆1, 𝑆2, 𝑆3}, whose attractors 𝐾 are
dendrites, lying in a triangle ∆ ⊂ R2 with the vertices (0, 0), (1, 0), (1/2,

√
3/2)

and for which the following properties hold:

1. All subarcs 𝛾𝑥𝑦 ⊂ 𝐾,𝑥 ̸= 𝑦 and the set of cut points of the dendrite 𝐾 have
the same Hausdorff dimension 𝑠.

*The author is supported by RFBR projects 18-01-00420 and 18-501-51021.
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2. The set of 𝑠-dimensional measures ℓ𝑂𝑥 of paths connecting the point 𝑂 =
Fix(𝑆0) with the points 𝑥 ∈ 𝐾 ∩ [0, 1] lying on the base of the triangle ∆
is a self-similar Cantor discontinuum.

Since none of the arcs in the family can be represented as the attractor of
a finite graph-directed IFS, the main difficulty is to show that these arcs have
finite positive s-dimensional measure. We propose a method allowing to prove
these positivity and finiteness properties for a wide class of infinitely generated
self-similar arcs.
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Convexity in complex analysis and tropical geometry

A.K. Tsikh*

Siberian Federal University
e-mail: atsikh@sfu-kras.ru

In relation to hypersurfaces in R𝑛 the notion of 𝑘-convexity is determined
by a number 𝑘 equal to the number of nonnegative principal curvatures of the
hypersurface. The number 𝑘 is found from the Hessian quadratic form for the
equation which defines the hypersurface. The complex analog of this notion is
𝑘-pseudoconvexity related to the properties of the Levi form for the hypersurface.

Following a classical theorem of Aumann, compact convex sets in a linear
space can be characterized using a homological condition on sections by linear
subspaces of a fixed dimension. Gromov intuited from this that such homolog-
ical conditions for non-compact sets should be considered in the frame of the
Lefschetz section property for smooth compact varieties. Using this idea Hen-
riques introduced the following
Definition. A subset 𝑋 ∈ R𝑛 is called 𝑘-convex if the homomorphisms of re-
duced homology groups

𝑖𝜋 : ̃︀𝐻𝑘−1(𝜋 ∩𝑋)→ ̃︀𝐻𝑘−1(𝑋)

*Supported by the grant of Ministry of Education and Science of the Russian Federation
(no. 1.2604.2017/PCh)

148

mailto:atsikh@sfu-kras.ru


are injective for each 𝑘-plane 𝜋 ⊆ R𝑛.
In the talk we consider questions of 𝑘-pseudoconvexity for complements of

complex algebraic sets and synchronous questions of 𝑘-convexity for complements
of amoebas of these sets. Recall that an amoeba of an algebraic set 𝑉 ⊂ (C ∖ 0)𝑛

is its image 𝒜𝑉 in R𝑛 under the logarithmic mapping

(𝑧1, . . . , 𝑧𝑛)→ (log |𝑧1|, . . . , log |𝑧𝑛|).

In the case when 𝑉 is a complete intersection (i.e. has dimension 𝑛 − 𝑘 and is
defined by 𝑘 equations) the following holds true

Theorem (Bushueva-Tsikh). The complement of 𝑉 is (𝑘−1)-pseudoconvex. The
complement of the amoeba 𝒜𝑉 is (𝑘 − 1)-convex.

Also, in the talk some results on relation between an amoeba 𝒜𝑉 and a
tropical variant of an algebraic set 𝑉 in the spirit of the recent work [4] will be
announced.
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Korevaar-Schoen energy on strongly rectifiable spaces

Alexander Tyulenev*

Steklov Mathematical Institute of RAS
email: tyulenev-math@yandex.ru

We extend Korevaar-Schoen’s theory of metric valued Sobolev maps to cover
the case of the source space being an RCD(𝐾,𝑁) space. In this situation it
appears that no version of the ”subpartition lemma” holds: to obtain both exis-
tence of the limit of the approximated energies and the lower semicontinuity of the
limit energy we shall rely on the fact that such spaces are ”strongly rectifiable”
a notion which is first-order in nature (as opposed to measure-contraction-like
properties, which are of second order). When the target space is CAT(0) we can
also identify the energy density as the Hilbert- Schmidt norm of the differential,
in line with the smooth situation.

*based on the joint work with Nicola Gigli.
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The convergence order of minimal and almost minimal
cubature formulas

V. L. Vaskevich*

Sobolev Institute of Mathematics, Novosibirsk State University
email: vask@math.nsc.ru

On the unit cube 𝑄 = {(𝑥1, 𝑥2, . . . , 𝑥𝑛) ∈ R𝑛 | 0 ≤ 𝑥𝑗 < 1, 𝑗 = 1, . . . , 𝑛}, 𝑛 ≥
2, we examine the cubature formulas of the form∫︁

𝑄

𝜙(𝑥) 𝑑𝑥 ≈
𝑁∑︁
𝑗=1

𝑐𝑗𝜙(𝑥(𝑗)),

𝑁∑︁
𝑗=1

𝑐𝑗 = 1. (1)

Here 𝑥(𝑗) are nodes of the formula, lying in Q, and 𝑐𝑗 are its nonzero weights. It is
assumed that any integrand 𝜙(𝑥) is periodic with period 1 with respect to each of
its variables, i.e. 𝜙(𝑥+ 𝛾) = 𝜙(𝑥) for every vector 𝛾 in Z𝑛. Examples of periodic
functions are given by trigonometric polynomials. By definition, a trigonometric
polynomial 𝜙(𝑥) is a linear combination of exponents of the following form:

𝜙(𝑥) =
∑︁
𝛽∈Z𝑛

𝑐[𝛽]𝑒−𝑖2𝜋𝛽𝑥. (2)

Here 𝛽 = (𝛽1, . . . , 𝛽𝑛) is a multi-index, 𝛽𝑥 =
𝑛∑︀
𝑗=1

𝛽𝑗𝑥𝑗 , and only finitely many

coefficients 𝑐[𝛽] are nonzero. The degree 𝑑 of the polynomial (2) is defined by
the equality 𝑑 = max{|𝛽1|+ |𝛽2|+ . . . |𝛽𝑛| | 𝑐[𝛽] ̸= 0}.

Let a cubature formula (1) be exact at all trigonometric polynomials up to
degree 𝑑 inclusive. If in addition there exists a trigonometric polynomial of
degree 𝑑 + 1 at which the formula is not exact then the formula (1) is said to
have trigonometric degree 𝑑. An example of a cubature formula of degree 𝑑 is
given by the direct product of the quadrature formulas for rectangles constructed
for the segments 0 ≤ 𝑥𝑗 ≤ 1, 𝑗 = 1, 2, . . . , 𝑛. Each of the factors in the direct
product has equal weights and nodes distributed uniformly with meshsize ℎ,
where 1/ℎ = 𝑑 + 1 is a natural number. The left end 𝑥𝑗 = 0 of the segment
belongs to the set of nodes, whereas the right end 𝑥𝑗 = 1 is not a node. The
corresponding direct product is defined by the relation∫︁

𝑄

𝜙(𝑥) 𝑑𝑥 ≈ ℎ𝑛
∑︁
ℎ𝛾∈𝑄

𝜙(ℎ𝛾), (3)

*The work was supported by the Program of Basic Scientific Research of the Siberian Divi-
sionof the Russian Academy of Sciences No. I.1.2 (project No. 0314-2016-0013).
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where 𝛾 ∈ Z𝑛. The meshsize ℎ and the number of nodes 𝑁 in the direct product
are connected by the relation 𝑁ℎ𝑛 = 1, i.e. 𝑁 = (𝑑 + 1)𝑛. The weights of the
cubature formula are equal and their sum is equal to one. A number of investiga-
tions has aimed to construct cubature formulas of a given trigonometric degree 𝑑
having less nodes than in (3). Among all cubature formulas of fixed trigonometric
degree 𝑑 minimal and almost minimal cubature formulas are distinguished. To
give appropriate definition, we consider an extremal problem.

Let 𝐿 be a finite-dimensional subspace in the space of continuous functions
𝐶(𝑄), and let Σ = Σ(𝐿) be the set of all cubature formulas of the form (1), which
are exact for every function in 𝐿. Given a cubature formula 𝜎 from Σ(𝐿) with
fixed number of nodes 𝑁 , we define the value of a functional N by the equality
N(𝜎) = 𝑁 . The problem is first to find the infimum 𝑁min(𝐿) = inf

𝜎∈Σ(𝐿)
N(𝜎), and,

second, specify the cubature formula 𝜎min such that 𝜎min = arg inf
𝜎∈Σ(𝐿)

N(𝜎).

As a finite-dimensional subspace 𝐿 we can consider the space 𝒯𝑑 of all trigono-
metric polynomials up to degree 𝑑, 𝐿 = 𝒯𝑑. There exist cubature formulas that
are exact for all functions from 𝒯𝑑. Moreover, the value of 𝑁min(𝒯𝑑) = 𝑁min(𝑑)
allows the following two-sided estimate: 𝑁0(𝑑) ≤ 𝑁min(𝑑) ≤ (𝑑 + 1)𝑛. Here
𝑁0(𝑑) is the so-called Möller’s lower bound. If 𝑑 is even then 𝑁0(𝑑) = dim 𝒯𝑑/2 =∑︀𝑑
𝑠=0 2𝑠𝐶𝑠𝑛𝐶

𝑠
𝑑/2. Similar relationship holds in the case of an odd degree 𝑑.

A cubature formula 𝜎 of degree 𝑑 is said to be minimal, if the number of its
nodes coincides with Möller’s lower bound, i.e. N(𝜎) = 𝑁0(𝑑). For some values
of 𝑑 and 𝑛, the exact equality holds 𝑁min(𝑑) = 𝑁0(𝑑), and the minimal cubature
formula is simultaneously the solution to the formulated above extremal problem.
At the same time, there exist values of 𝑑 and 𝑛 such that 𝑁min(𝑑) > 𝑁0(𝑑). In
this case, a cubature formula with fixed number of nodes 𝑁 is said to be almost
minimal if 𝑁 is equal or close to 𝑁min(𝑑).

Note that for 𝑛 = 1 the above-mentioned extremal problem degenerates.
In this case 𝑁min(𝑑) = 𝑁0(𝑑) = 𝑑 + 1, and the minimal quadrature formula
coincides with the rectangular rule. For 𝑛 = 2 and each odd 𝑑 the problem is
completely solved, and the minimal cubature formula has nodes twice smaller
than the cubature formula of rectangles with the same degree 𝑑.

For an arbitrary dimension 𝑛, the above-formulated extremal problem is
very difficult. For this reason, the process of its solution has been historically
stretched, evolving gradually from the lower values of 𝑛 to large. For 𝑛 ≥ 3
instead of minimal cubature formulas a number of authors have suggested take
advantage of special series of cubature formulas, accurate on subspace 𝒯𝑑 and
having nodes in any number times smaller than the cubature formula of rect-
angles of the same degree 𝑑. The construction of series replacing the minimal
cubature formulas is usually carried out by the number-theoretic methods. In
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the process of searching for series consisting of almost minimal formulas, in par-
ticular, cubature formulas of trigonometric degree 𝑑 were obtained with number
of nodes 𝑁 , satisfying the inequality

𝑁 ≤ (𝑑+ 1)𝑛

2𝑛−1
< (𝑑+ 1)𝑛, 𝑛 ≥ 2.

A cubature formula with such properties is said to be a formula of high trigono-
metric degree. The number of nodes in the cubature formula of high trigonomet-
ric degree 𝑑 at least in 2𝑛−1 times less than the cubature formula of rectangles
with the same 𝑑. When 𝑛 = 3 this is four times less nodes; when 𝑛 = 4 this
is eight times less nodes, etc. It is due to this property that the minimal and
almost minimal cubature formulas are extremely attractive for practice. With
an unlimited increase in the number of nodes 𝑁 trigonometric degree 𝑑 = 𝑑(𝑁)
of minimal or almost minimal cubature formula also increases indefinitely. For
the formula of high trigonometric degree the growth of 𝑑 = 𝑑(𝑁) is limited by
the lower bound

𝑑(𝑁) ≥ 21−1/𝑛𝑁1/𝑛.

Theorem 1. Let the number of nodes of the cubature formula of trigonometric

degree 𝑑 be such that 𝑛𝑛/2 < 𝑁 < (𝑑+1)𝑛

2𝑛−1 , 𝑛 ≥ 4. Moreover, the sums
𝑁∑︀
𝑗=1

|𝑐𝑗 | are

uniformly bounded with respect to 𝑁 , i.e. 𝐾 = sup
𝑁≥1

𝑁∑︀
𝑗=1

|𝑐𝑗 | < ∞. Then for any

function 𝜙 from the periodic Sobolev space ̃︀𝐻𝑠(𝑄), 𝑠 > 𝑛/2 + 1, and for any real
𝑞 such that 𝑛

2 < 𝑞 < 𝑠− 1 the following error estimate is true

⃒⃒⃒ ∫︁
𝑄

𝜙(𝑥) 𝑑𝑥−
𝑁∑︁
𝑗=1

𝑐𝑗𝜙(𝑥(𝑗))
⃒⃒⃒
≤𝑀(𝑛, 𝑠, 𝑞)𝐾𝑁−𝛼‖𝜙 | ̃︀𝐻𝑠(𝑄)‖.

The positive constant 𝑀(𝑛, 𝑠, 𝑞) does not depend on 𝜙 and on the cubature for-
mula (1). The order of convergence 𝛼 is defined by 𝛼 = 2

𝑛 (𝑠− 𝑞 − 1) > 0.

The rate of decreasing error of the formula to zero depends on the value of
power 𝛼. The maximum of power 𝛼 in the conditions of Theorem 1 is achieved
by 𝑞 = 𝑛

2 . Unfortunately, the transition in the error estimate to the limit as
𝑞 → 𝑛

2 does not lead to a meaningful result. In this case, the constant 𝑀(𝑛, 𝑠, 𝑞)
increases indefinitely. For the same reason, the error estimate degenerates when
𝑞 → 𝑠− 1.
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Twisted simplicial groups and homology of categories

Vladimir V. Vershinin

Université de Montpellier, France;
Sobolev Institute of mathematics, Novosibirsk, Russia

email: vladimir.verchinine@umontpellier.fr

The James construction 𝐽(𝑋) of a topological space 𝑋 is underlying space of
the free (topological) monoid generated by 𝑋. For a connected CW complex 𝑋,
the space 𝐽(𝑋) has the same homotopy type as the loop space of the suspension
of 𝑋. Our main motivation is to give a twisted version of the James construction.

We investigate simplicial complexes with twisted structure on vertices and
small categories with twisted structure on objects. Then we introduce a twisted
construction of simplicial groups for such simplicial complexes and small cate-
gories by varying faces and degeneracies from twisted data in the free product
construction of simplicial groups, which gives a new construction of simplicial
groups. The homotopy type of the resulting twisted simplicial groups is different
from the untwisted case because of variation on faces and degeneracies. The main
result determines the homotopy type of the twisted simplicial groups.

The talk is based on the joint work with Jingyan Li and Jie Wu [1].
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Convergence of spline interpolation processes

Yuriy S. Volkov*

Sobolev Institute of Mathematics, Novosibirsk, Russia
email: volkov@math.nsc.ru

Assume that the values 𝑓𝑖 = 𝑓(𝑥𝑖) of some function 𝑓 are known at the knots
of the partition

∆ : 𝑎 = 𝑥0 < 𝑥1 < . . . < 𝑥𝑁 = 𝑏

*The reported study was funded partially by RFBR and DFG according to the research
project 19-51-12008.
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and that a spline 𝑠 of degree 2𝑛 − 1 interpolates {𝑓𝑖}. Additional conditions
are needed to define the interpolation spline unambiguously. In practice, there
are many recipes for what boundary conditions should be used depending on the
known additional information about 𝑓 . The best results are achieved by using
the values of the lowest 𝑛− 1 derivatives at the endpoints of [𝑎, 𝑏], namely,

𝑠(𝜈)(𝑎) = 𝑓 (𝜈)(𝑎), 𝑠(𝜈)(𝑏) = 𝑓 (𝜈)(𝑏), 𝜈 = 1, . . . , 𝑛− 1.

A spline with boundary conditions of this type is called complete. We will con-
sider interpolation using complete splines.

We are interested in the problem of convergence of interpolation processes:
Will the sequence of the derivatives of splines 𝑠(𝑘) converge to the corresponding
derivative 𝑓 (𝑘) for any function 𝑓 ∈ 𝐶𝑘[𝑎, 𝑏], 0 ≤ 𝑘 ≤ 2𝑛 − 1? If there is no
convergence in the general case, then which limitations should be imposed on the
sequence of meshes {∆} in order to attain the convergence?

This problem was posed by Schoenberg at the first conference on spline ap-
proximation held in 1963 at Oberwolfach. Regarding minimum smoothness re-
quirements for an interpolated function, we should note that, for 𝑘 < 𝑛 − 1, in
the complete spline problem some of the derivatives required to specify bound-
ary conditions may not exist. In this case the values of the derivatives which are
lacking will be replaced by some numerical values.

In 1975, de Boor conjectured [1] that convergence without restrictions is pos-
sible only for the two middle derivatives of orders 𝑛 − 1 and 𝑛, while for other
derivatives and the splines themselves convergence requires restrictions on the
sequence of meshes {∆}. He only proved this conjecture for lower derivatives
𝑘 = 0, . . . , 𝑛 − 2. Later, this author constructed an example of divergence for
𝑘 = 0, . . . , 𝑛− 2 and 𝑘 = 𝑛+ 1, . . . , 2𝑛− 1.

De Boor’s conjecture on the unconditional convergence of the nth derivative
was proved by Shadrin in [2], while for the (𝑛− 1)st derivative it was proved by
this author in [3] and [4] in the periodic case and in [5] for complete splines.

The history of the problem of convergence of spline interpolation processes,
the main steps in its investigation, the results and related aspects are described
in greater detail in the survey [6].

The convergence of 𝑠(𝑘) to 𝑓 (𝑘) is understood as convergence in the uniform
norm, that is, ‖𝑠(𝑘) − 𝑓 (𝑘)‖𝐿∞ → 0 as |∆| = max𝑖(𝑥𝑖+1 − 𝑥𝑖)→ 0.

As a rule, the value of the error function or its derivative is estimated in
terms of the norm of the inverse of the matrix of a system used to determine
some spline parameters. A good estimate for this norm allows us to speak about
the convergence of the interpolation process for the function or the corresponding
derivative. On the other hand, the divergence of the interpolation process means
bad conditionality of the related matrix. An interesting question arises: Can we
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use the convergence of the interpolation process to tell us about a matrix having
good conditionality and find an estimate for the norm of its inverse regardless of
the mesh?

The author has previously proposed an approach to constructing interpola-
tion splines by finding the coefficients of the expansions of the derivatives of
the required splines in B-splines. Systems of linear equations with respect to
the above parameters were written down, and the properties of the matrices of
systems of this type were investigated (see [7]).

If the matrix A𝑘, 0 ≤ 𝑘 ≤ 2𝑛 − 1, is a matrix of the system of linear equa-
tions with respect to the coefficients of the expansions of 𝑘th derivative of the
interpolating spline 𝑠 in B-splines of the order 2𝑛 − 𝑘, then our estimates for
the deviations of derivatives of the interpolation splines from the corresponding
derivatives of the functions under interpolation show that the convergence of
the interpolation process for the 𝑘th derivative, with the smoothness assump-
tions 𝑓 ∈ 𝐶𝑘[𝑎, 𝑏] guarantees that the max-norm of the inverse matrix to A𝑘 is
bounded.

And conversely [8], if for some sequence of meshes {∆} the norms ‖A−1
𝑘 ‖

can be bounded by a mesh-independent constant, then 𝑠(𝑘) converges to 𝑓 (𝑘) for
𝑓 ∈ 𝐶𝑘[𝑎, 𝑏], and it is simultaneously equivalent to the convergence of 𝑠(2𝑛−𝑘−1)

to 𝑓 (2𝑛−𝑘−1) for 𝑓 ∈ 𝐶2𝑛−𝑘−1[𝑎, 𝑏] on the same mesh sequence {∆}.
We consider the problem of the convergence of interpolation processes in

terms of the boundedness of the norms of the projectors that, to a given deriva-
tive of a function under interpolation, assign the corresponding derivative of an
interpolation spline of degree 2𝑛− 1.
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Conformal invariants: a look at computation and theory

Matti Vuorinen

University of Turku
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Conformal invariants (such as harmonic measure, extremal length, capacity
of condensers and hyperbolic metric) are key tools of geometric function theory
in the plane. But their application is limited because of lack of explicit formulas.
In the cases where formulas exist, they may be challenging to use for paper and
pen calculations. In the first part of the talk we report about recent progress in
numerical computation of several conformal invariants [1–4] in the planar case.
Experiments based on this work have led to a number of conjectures, which will
be also discussed. In the second part of the talk we discuss efforts, due to many
authors, to generalize the hyperbolic metric to R𝑛, 𝑛 ≥ 3. Metrics sharing some
(but not all) properties of the hyperbolic metric are called hyperbolic type met-
rics. Some of these hyperbolic type metrics were introduced by F. W. Gehring,
J. Ferrand, A. Beardon, P. Seittenranta, P. Hästö: the quasihyperbolic, modulus,
Apollonian, Möbius and generalized hyperbolic metrics, resp. Here we discuss a
new hyperbolic type metric [5] and give an application to quasiconformal maps.
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The quaternionic Monge–Ampère operator and closed
positive currents on the Heisenberg group

Wei Wang

Zhejiang University
email: wwang@zju.edu.cn

I will discuss the generalization of some of our previous results in the pluripo-
tential theory on the quaternionic space H𝑛 to the (4𝑛+ 1)-dimensional Heisen-
berg group. We introduce notions of a plurisubharmonic function, the quater-
nionic Monge-Ampère operator, differential operators 𝑑0 and 𝑑1 and a closed
positive current on the Heisenberg group. The quaternionic Monge-Ampère op-
erator is the coefficient of 𝑑0𝑑1𝑢 ∧ · · · ∧ 𝑑0𝑑1𝑢. The Chern-Levine-Nirenberg
type estimate, the existence of quaternionic Monge-Ampère measure for con-
tinuous quaternionic plurisubharmonic functions and the minimum principle for
the quaternionic Monge-Ampère operator are established. Unlike the tangen-
tial Cauchy-Riemann operator 𝜕𝑏 on the Heisenberg group which behaves badly
as 𝜕𝑏𝜕𝑏 ̸= −𝜕𝑏𝜕𝑏, the quaternionic counterpart 𝑑0 and 𝑑1 satisfy 𝑑0𝑑1 = −𝑑1𝑑0.
This is the main reason that we have a better theory for the quaternionic Monge-
Ampère operator than the natural CR generalization of the complex Monge-
Ampère operator: 𝜕𝑏𝜕𝑏𝑢 ∧ · · · ∧ 𝜕𝑏𝜕𝑏𝑢.
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Smooth parameterizations in dynamics, analysis,
and Diophantine geometry

Yosef Yomdin

Weizmann Institute of Science, Rehovot, Israel
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Smooth parameterization consists of a subdivision of a mathematical object
under consideration into simple pieces, and then parametric representation of
each piece, while keeping control of high order derivatives. Main examples for
this talk are 𝐶𝑘 or analytic parameterizations of semi-algebraic and 𝑜-minimal
sets.

We provide an overview of some results, open and recently solved problems
on smooth parameterizations, and their applications in several apparently rather
separated domains: Smooth Dynamics, Diophantine Geometry, and Analysis.
This includes a short report on a remarkable progress, recently achieved in this
(large) direction by two independent groups (G. Binyamini, D. Novikov, on one
side, and R. Cluckers, J. Pila, A. Wilkie, on the other).

The structure of the results, open problems, and conjectures in each of these
domains shows in many cases a remarkable similarity, which we plan to stress.

Finally, we plan to consider a special case of smooth parameterization: “dou-
bling coverings” (or “conformal invariant Whitney coverings”), and “Doubling
chains”. We present some new results (joint with O. Friedland and R. Cluckers)
on the complexity bounds for doubling coverings, doubling chains, and on the
resulting bounds in Kobayashi metric and Doubling inequalities. We believe that
some connections with quasi-conformal geometry may exist, and plan to shortly
discuss this direction.
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Gromov–Hausdorff closed spaces and approximate capture

Olga Yufereva*

Krasovskii institute of Mathematics and Mechanics
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This work focuses on the possibility of transporting some structures from one
metric compact space to another ‘nearby’ metric compact space. Our approach
combines methods of both geometry and game theory. Game problems inevitably
require some specific structures, e. g. a set of admissible trajectories or strategies,
besides geometry occasionally considers similar objects. This study was initially
motivated by one particular game problem, but it also essentially uses features
of Gromov–Hausdorff distance and related notions. On this way, pursuit–evasion
games theory turns out to be mutual benefit to geometry of geodesic spaces.

For the sake of brevity we consider a sufficient simple game problem called
Lion and Man. It typically deals with an approximate capture, i. e., 𝛼-capture,
because the pursuer typically is interested in reaching an 𝛼-neighbourhood of
the evader. We design a way for transporting pursuers’ winning strategies which
keeps good enough radius of capture. This approach uses the idea of guidance,
but it is applied for couples of spaces; in addition, we evolve some methods of
Krasovskii and Subbotin to deal with general compact metric spaces, e. g., we do
not need a smooth structure.

Let us formulate the main result omitting details and impose the required
definitions in special sections.

Theorem 1. Let two compact geodesic spaces be such that the Gromov–Hausdorff
distance between them is not greater than 𝜀. In Lion and Man game, existence of
𝛼-capture by a time 𝑇 in one space implies existence of

(︀
𝛼+(20𝑇+8)

√
𝜀
)︀
-capture

by the time 𝑇 in the other space.

Notice that this result justifies replacing a space by finite graphs: for example,
we can find 𝜀-closed finite graph for a suitable 𝜀 and check 2𝛼-capture in this
graph.

Gromov-Hausdorff distance. Let us introduce the definition borrowed from
the book [1, Def. 7.3.10.];

Definition 1. Let 𝑋 and 𝑌 be metric spaces. The Gromov–Hausdorff distance
between them, denoted by 𝑑GH(𝑋,𝑌 ), is defined by the following relation. For an
𝑟 > 0, we have 𝑑GH(𝑋,𝑌 ) < 𝑟 iff there exist a metric space 𝑍 and its subspaces 𝑋 ′

and 𝑌 ′ that are isometric to 𝑋 and 𝑌 , respectively, and such that the Hausdorff
distance between 𝑋 ′ and 𝑌 ′ (as subsets of 𝑍) is less than 𝑟.

*This study was supported by the Russian Science Foundation (project no. 17-11-01093).
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In other words, this 𝑑GH(𝑋,𝑌 ) is the infimum of positive 𝑟 for which the
above-mentioned 𝑍,𝑋 ′, and 𝑌 ′ exist.

Pursuit–evasion game. We consider Lion and Man game, which is a two-
person pursuit-evasion game with equal players’ admissible trajectories. More
precisely, we assume that both players move in a metric space (𝑋, 𝜌) and denote
by 𝐿(·) and 𝑀(·) the trajectories of Lion and Man respectively. Both 𝐿(·) and
𝑀(·) must be 1-Lipschitz functions of time to the space 𝑋. Moreover we assume
that the pursuer uses non-anticipative strategies against arbitrary possible move-
ments of the evader, which means that the evader might know pursuer’s strategy
and can choose his trajectory using this information. By non-anticipative strate-
gies we mean the following. Let 1Lip(𝑋) denotes the set of all 1-Lipschitz curves
from R+ to 𝑋, i. e. the set of admissible trajectories.

Definition 2. A map s𝐿0
: 1Lip(𝑋)→ 1Lip(𝑋) is called Lion’s non-anticipative

strategy (with Lion’s initial position 𝐿0) if it satisfies the equality s𝐿0
(𝑀)(0) = 𝐿0

for all 𝑀 ∈ 1Lip(𝑋) and the following implication holds true: for admissible
trajectories 𝑀1,𝑀2 ∈ 1Lip(𝑋) and a number 𝜏 ≥ 0,

if 𝑀1(𝑡) = 𝑀2(𝑡) ∀𝑡 ∈ [0, 𝜏 ],

then s𝐿0(𝑀1)(𝑡) = s𝐿0(𝑀2)(𝑡) ∀𝑡 ∈ [0, 𝜏 ].

Connection. Let us notice that transporting of pursuer’s winning strategy
from one space (say 𝑋) to another (say 𝑌 ) means that each evader’s admissible
trajectory in 𝑌 corresponds to pursuer’s one; so we should match it with a path in
𝑋, find a pursuer’s response in 𝑋, and return it into 𝑌 . To realise this approach
we design the special construction related with Gromov–Hausdorff distance and
distortions of functions. More details and proofs are presented in the author’s
work [2].
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𝑐𝑐-uniformity and hyperspaces on canonical Engel group

Roman Zhukov

Novosibirsk State University
email: eifromdc@yandex.ru

Let us consider the standard euclidean vector space R4. We suppose that every
point 𝑢 ∈ R4 can be represented as 𝑢 = 𝑥𝑒1 + 𝑦𝑒2 + 𝑡𝑒3 + 𝑧𝑒4 where 𝑒1, 𝑒2, 𝑒3, 𝑒4
are standart Euclidean orts. Engel canonical group E𝛼,𝛽 (see, for example, [1])
is defined in such R4 using the table of commutators

[𝑒1, 𝑒2] = 𝛼𝑒3, [𝑒1, 𝑒3] = 𝛽𝑒4, 𝛼, 𝛽 > 0; [𝑒1, 𝑒4] = [𝑒2, 𝑒3] = [𝑒2, 𝑒4] = [𝑒3, 𝑒4] = 0.

Carnot-Carathéodory metric 𝑑𝑐𝑐 of E𝛼,𝛽 (induced by 𝑒1, 𝑒2) is

𝑑𝑐𝑐(𝑢, 𝑣) = inf
𝛾
{𝑙(𝛾) | 𝛾 — horizontal path connected points 𝑢, 𝑣 ∈ E𝛼,𝛽},

where 𝑙(𝛾) is the length of 𝛾 defined via Riemannian scalar product (see, for
example, [2]). Domain 𝒟 ⊂ (E𝛼,𝛽 , 𝑑𝑐𝑐) is called 𝑐𝑐-uniform if for every pair of
points 𝑢, 𝑣 ∈ 𝒟 there exists a horizontal path 𝛾 : 𝑙(𝛾) → 𝒟, 𝛾 ⊂ 𝒟, connecting
points 𝑣, 𝑢, such that{︃

𝑙(𝛾) ≤ 𝑎𝑑𝑐𝑐(𝑢, 𝑣), 𝑎 = 𝑐𝑜𝑛𝑠𝑡,

min{𝑙(𝛾𝑢,𝑤), 𝑙(𝛾𝑣,𝑤)} ≤ 𝑏𝑑𝑐𝑐(𝑤, 𝜕𝒟), 𝑏 = 𝑐𝑜𝑛𝑠𝑡,

where 𝑤 ∈ 𝛾 is an arbitrary point, 𝛾𝑢,𝑤 is a part of 𝛾 from 𝑢 to 𝑤, 𝛾𝑣,𝑤 is a part
of 𝛾 from 𝑣 to 𝑤, and constants 𝑎, 𝑏 do not depend on 𝑢, 𝑣, 𝑤. We proved

Theorem. 10 Hyperspace {(𝑥, 𝑦, 𝑡, 𝑧) ∈ E𝛼,𝛽 | 𝑡 > 0} is 𝑐𝑐-uniform domain,
20 hyperspace {(𝑥, 𝑦, 𝑡, 𝑧) ∈ E𝛼,𝛽 | 𝑧 > 0} is not 𝑐𝑐-uniform domain.

Note that 20 can be proved using results of the work [3], but our method is
different.
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SRA-free spaces and their applications

Vladimir Zolotov

St. Petersburg Department of Steklov Mathamatical Institute
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Let 𝑘 ∈ N and 0 < 𝛼 < 1. We say that a metric space 𝑋 is free of 𝑘-point
SRA(𝛼)-subspaces if for every 𝑘-point subset 𝑌 ⊂ 𝑋 there exist 𝑥, 𝑧, 𝑦 ∈ 𝑌 such
that

𝑑(𝑥, 𝑦) > max{𝑑(𝑥, 𝑧) + 𝛼𝑑(𝑧, 𝑦), 𝛼 𝑑(𝑥, 𝑧) + 𝑑(𝑧, 𝑦)}.

We say that a metric space is an SRA(𝛼)-free space if it is free of 𝑘-point SRA(𝛼)-
subspaces for some 𝑘 ∈ N.

In the talk I will discuss examples of such spaces which are: finite dimensional
Alexandrov spaces of non-negative curvature, complete Berwald spaces of non-
negative flag curvature, Cayley Graphs of virtually abelian groups and doubling
metric spaces of non-positive Busemann curvature with extendable geodesics.
And also arbitrary big balls in complete, locally compact CAT(𝑘)-spaces (𝑘 ∈ R)
with locally extendable geodesics, finite-dimensional Alexandrov spaces of cur-
vature ≥ 𝑘 with 𝑘 ∈ R and complete Finsler manifolds satisfying the doubling
condition.

I also will talk about applications of such spaces to (a) non-embeddability of
snowflakes into SRA(𝛼)-free spaces, (b) rectifiability of bounded self-contracted
curves in SRA(𝛼)-free spaces and (c) bi-Lipschitz embeddability of SRA(𝛼)-free
spaces into Euclidean spaces.

The talk is based on series of papers [1, 2, 3].
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О структуре множества гиперболических
прямоугольных многогранников

Андрей Веснин
Томский государственный университет

email: vesnin@math.nsc.ru

Исследование прямоугольных многогранников в пространстве Лобачев-
ского восходит к работе Погорелова [1], где рассматривался вопрос их суще-
ствования. Метод построения замкнутых, как ориентируемых, так и неори-
ентируемых, трехмерных гиперболических многообразий из ограниченных
гиперболических многогранников, описан в [2]. Эти же многогранники игра-
ют важную роль в торической топологии, поскольку для строящихся из них
многообразий имеет место когомологическая жесткость [3].

Вопрос об описании начального множества ограниченных прямоугольных
гиперболических многогранников исследовался в [4].

В докладе будут представлены некоторые известные результаты о струк-
туре множества ограниченных прямоугольных гиперболических многогран-
ников и новые результаты о структуре множества идеальных (со всеми вер-
шинами на абсолюте) прямоугольных гиперболических многогранников, по-
лученные в [5].
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